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RECEIVING A SAMPLE OF A MEDIA STREAM BEING
RENDERED BY A MEDIA RENDERING SOURCE

l \-302

PERFORMING A CONTENT IDENTIFICATION OF THE SAMPLE
TO DETERMINE INFORMATION ASSOCIATED WITH A MEDIA
RECORDING FROM WHICH THE SAMPLE WAS OBTAINED

l - 304

FOR MATCHING MEDIA RECORDINGS FROM WHICH THE
MEDIA SAMPLE WAS OBTAINED, RECEIVING A SIGNATURE
FILE INCLUDING A TEMPORALLY MAPPED COLLECTION OF

FEATURES DESCRIBING CONTENT OF THE MATCHING MEDIA
RECORDINGS

l -306

STORING EACH RECEIVED SIGNATURE FILE IN MEMORY

-1308

(B0 )
FIGURE 3



U.S. Patent Mar. 1, 2016 Sheet 4 of 11 US 9,275,141 B2

o,

RECEIVING A SAMPLE OF A MEDIA STREAM BEING
RENDERED BY A MEDIA RENDERING SOURCE

# \-402

FOR MATCHING MEDIA RECORDINGS FROM WHICH THE
MEDIA SAMPLE WAS OBTAINED, RECEIVING A SIGNATURE
FILE INCLUDING A TEMPORALLY MAPPED COLLECTION OF

FEATURES DESCRIBING CONTENT OF THE MATCHING MEDIA
RECORDINGS

¢ \- 404

RECEIVING A SIGNATURE STREAM INCLUDING FEATURES
EXTRACTED FROM THE MEDIA STREAM

‘ \- 406

DETERMINING WHETHER FEATURES BETWEEN THE
SIGNATURE STREAM OF THE MEDIA STREAM AND THE
SIGNATURE FILE FOR AT LEAST ONE MATCHING MEDIA

RECORDING ARE SUBSTANTIALLY MATCHING OVER TIME

¢ - 408

BASED ON A NUMBER OF MATCHING FEATURES
IDENTIFYING A MATCHING MEDIA RECORDING

b ____ -t \-410

|
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¢ \-604

FOR MATCHING MEDIA RECORDINGS FROM WHICH THE
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FEATURES DESCRIBING CONTENT OF THE MATCHING MEDIA
RECORDINGS

¢ \-606

RECEIVING A SIGNATURE STREAM INCLUDING FEATURES
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- 608
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Y
RECEIVING A NUMBER OF SIGNATURE FILES
CORRESPONDING TO POSSIBLE MATCHING MEDIA
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i \-704

700
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METHODS AND SYSTEMS FOR
PROCESSING A SAMPLE OF A MEDIA
STREAM

CROSS-REFERENCE TO RELATED
APPLICATION

The present application claims priority to U.S. Provisional
Patent Application Ser. No. 61/331,015, filed on May 4, 2010,
the entire contents of which are herein incorporated by refer-
ence. The present application also claims priority to U.S.
Provisional Patent Application Ser. No. 61/444,458, filed on
Feb. 18, 2011, the entire contents of which are herein incor-
porated by reference.

FIELD

The present disclosure relates to media processing includ-
ing media information retrieval, synchronization of media,
and verification of an identification of media. In addition, the
present disclosure relates to false positive detections, mul-
tiple version disambiguations, determination of matching
segment lengths, and resynchronization of media streams.

BACKGROUND

Content identification systems for various media types,
such as audio or video, use many different methods. A client
device may capture a media sample recording of a media
stream (such as radio), and may then perform a search in a
database of media recordings (also known as media tracks)
for a match to identify the media stream. The sample record-
ing could be preprocessed on the client device to extract
relevant features for content identification. The sample
recording may be passed to a content identification module,
which can perform content identification of the sample and
return a result of the identification to the client device. A
recognition result may then be displayed to a user on the client
device or used for various follow-on services, such as pur-
chasing or referencing related information. Other applica-
tions for content identification include broadcast monitoring
or content-sensitive advertising, for example.

In example content identification systems, the content
identification may be concluded after a result is returned to
the client device. Some content identification systems, how-
ever, may have low discriminability, which may result in a
number of false positive matches. In addition, some content
identification systems may not disambiguate between mul-
tiple possible matching recordings in the database. For
example, if the sample recording spans a segment shared by
multiple target recordings in the database, the content iden-
tification system may determine that any of these multiple
recordings is a match. This situation could arise if there are
multiple versions of a media recording, such as for example,
a radio mix, an extended dance mix, or a mash-up, in which
segments from the same original recording are sampled into
different works. In these example cases, a result of a content
identification may be incorrect.

SUMMARY

In one example, the present disclosure describes a method
comprising receiving a sample of a media stream rendered by
a media rendering source. The method also comprises for
matching media recordings from which the sample was
obtained, receiving a signature file including a temporally
mapped collection of features describing content of the
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matching media recordings. The method further comprises
storing each received signature file in memory.

In one example, the method may further comprise receiv-
ing a content identification query including the sample of the
media stream rendered by a media rendering source, and
determining identifications of the matching media recordings
from which the sample was obtained.

In one example, the method may further comprise receiv-
ing a signature stream including features extracted from the
media stream, determining a number of matching features
between the signature stream of the media stream and the
signature file for at least one matching media recording, and
based on the number of matching features identifying a
matching media recording.

In one example, the method may further comprise receiv-
ing a signature stream including features extracted from the
media stream, and determining whether features between the
signature stream of the media stream and the signature file for
at least one matching media recording are substantially
matching over time. The method may further comprise when
substantially matching features between the signature stream
of the media stream and the signature file for a matching
media recording stop occurring, identifying a discontinuity.

The method may be performed by a client device or by a
server, for example.

Any of the methods described herein may be provided in a
form of instructions stored on a non-transitory, computer
readable medium, that when executed by a computing device,
perform functions of the method. Further embodiments may
also include articles of manufacture including a tangible com-
puter-readable media that have computer-readable instruc-
tions encoded thereon, and the instructions may comprise
instructions to perform functions of the methods described
herein.

The computer readable medium may include non-transi-
tory computer readable medium, for example, such as com-
puter-readable media that stores data for short periods of time
like register memory, processor cache and Random Access
Memory (RAM). The computer readable medium may also
include non-transitory media, such as secondary or persistent
long term storage, like read only memory (ROM), optical or
magnetic disks, compact-disc read only memory (CD-ROM),
for example. The computer readable media may also be any
other volatile or non-volatile storage systems. The computer
readable medium may be considered a computer readable
storage medium, for example, or a tangible storage medium.

In addition, circuitry may be provided that is wired to
perform logical functions in processes or methods described
herein.

In another example, a system is described that comprises
an input interface configured to receive a sample of a media
stream rendered by a media rendering source, and a continu-
ity tracker configured to receive, for matching media record-
ings from which the sample was obtained, a signature file
including a temporally mapped collection of features describ-
ing content of the matching media recordings.

The foregoing summary is illustrative only and is not
intended to be in any way limiting. In addition to the illustra-
tive aspects, embodiments, and features described above, fur-
ther aspects, embodiments, and features will become appar-
ent by reference to the drawings and the following detailed
description.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates one example of a system for identifying
media content, and performing verification of the identifica-
tion.
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FIG. 2 illustrates an example system to prepare a signature
database.

FIG. 3 is a block diagram of an example method to process
samples of media, in accordance with at least some embodi-
ments described herein.

FIG. 4 is a block diagram of another example method to
process samples of media, in accordance with at least some
embodiments described herein.

FIG. 5 illustrates an example timing diagram.

FIG. 6 is a block diagram of an example method to process
samples of media including performing a false positive detec-
tion, in accordance with at least some embodiments described
herein.

FIG. 7 is a block diagram of an example method to process
samples of media including disambiguating between mul-
tiple matching media recordings, in accordance with at least
some embodiments described herein.

FIG. 8 illustrates an example timing diagram.

FIG. 9 illustrates an example of a system for identifying
media stream, and synchronizing data with the identified
media stream.

FIG. 10 is a block diagram of an example method to pro-
cess samples of media including disambiguating between
multiple matching slave media recordings, in accordance
with at least some embodiments described herein.

FIG. 11 is a block diagram of an example method to pro-
cess samples of media including disambiguating between
multiple matching slave media recordings, in accordance
with at least some embodiments described herein.

DETAILED DESCRIPTION

In the following detailed description, reference is made to
the accompanying drawings, which form a part hereof. In the
drawings, similar symbols typically identify similar compo-
nents, unless context dictates otherwise. The illustrative
embodiments described in the detailed description, drawings,
and claims are not meant to be limiting. Other embodiments
may be utilized, and other changes may be made, without
departing from the spirit or scope of the subject matter pre-
sented herein. It will be readily understood that the aspects of
the present disclosure, as generally described herein, and
illustrated in the Figures, can be arranged, substituted, com-
bined, separated, and designed in a wide variety of different
configurations, all of which are explicitly contemplated
herein.

This disclosure may describe, inter alia, methods and sys-
tems for processing a sample of a media stream are provided.
In one example, a method includes receiving a sample of a
media stream rendered by a media rendering source, and for
matching media recordings from which the sample was
obtained, the method also includes receiving a signature file
including a temporally mapped collection of features describ-
ing content of the matching media recordings. Each received
signature file may be stored in memory. In addition, a signa-
ture stream may be received that includes features extracted
from the media stream, and a number of matching features
between the signature stream of the media stream and the
signature file for at least one matching media recording can be
determined. In one example, when substantially matching
features between the signature stream of the media stream
and the signature file for a matching media recording stop
occurring, a discontinuity can be identified.

In examples described below, methods and systems enable
verification of a matching result returned from a content
identification so as to correct a false positive, and remove a
need to perform further computationally expensive content
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identifications for additional increments of captured media
samples from a media stream. Example methods and systems
may also enable disambiguating between multiple versions of
a media recording, and managing synchrony between a mas-
ter media stream and a group of slave media streams.

Example methods and systems may be performed by pro-
viding a content identification of a media sample from a
media stream, and for each identified media recording pro-
viding a corresponding feature-extracted signature file
derived from the media recording. A corresponding feature-
extracted signature stream can be extracted from the media
stream starting from portions of the media stream in the
vicinity of the original media sample. Time offset positions
within each identified media recording can be determined,
and a corresponding time position within the corresponding
signature file for each identified media recording can be ini-
tially aligned to the corresponding time offset within the
media stream. Due to the alignment of the features between
the signature stream of the media stream and the signature file
of each identified media recording, matching features in the
media stream may be expected at corresponding times in each
identified media stream. When feature correspondences at
expected locations stop occurring, a discontinuity can be
flagged. A discontinuity may trigger an action to occur, such
as flagging a false positive, for example.

Verification of continuity may be computationally inex-
pensive because a small number of features can be used to
compare at expected locations. A signature file used to verify
an entire full-length musical recording can be less than about
5 KB, forexample. Thus, a verification library could be stored
on a client device or pushed over a network.

In examples described herein, methods and systems for
verifying content identification may be completed by per-
forming separate queries to a content identification server.
However, to avoid additional queries (which may add extra
load to the identification server module), verification of con-
tinuity may be performed using signature files.

1. Overview of Example Systems

Referring now to the figures, F1G. 1 illustrates one example
of a system for identifying media content, and performing
verification of the identification. The system includes a media
rendering source 102, a client device 104, and a server 106.
One or more of the described functions or components of the
system in FIG. 1 may be divided up into additional functional
or physical components, or combined into fewer functional or
physical components. For example, there may be no client
104 and server 106 separation as the system may be used as a
verification mechanism for recognition, or be completely
self-contained in an integrated portable user device. In some
further examples, additional functional and/or physical com-
ponents may be added to the examples illustrated by FIG. 1.

The media rendering source 102 renders and presents
media content from a media stream in real time in any known
manner. The media stream may be stored on the media ren-
dering source 102 as a recording or received from external
sources, such as an analog or digital broadcast. In one
example, the media rendering source 102 may be a radio
station or a television content provider that broadcasts media
streams (e.g., audio and/or video) and/or other information.
The media rendering source 102 may also be any type of
device that plays audio media, displays video media in a
recorded or live format. In an alternate embodiment, the
media rendering source 102 may include a live performance
as asource of audio and/or a source of video, for example. The
media rendering source 102 may render or present the media
stream through a graphical display, audio speakers, a MIDI
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musical instrument, an animatronic puppet, etc., or any other
kind of presentation provided by the media rendering source
102, for example.

The client device 104 receives a rendering of the media
stream from the media rendering source 102 through a sample
capture module encompassing a media receiver 108. In FIG.
1, the media receiver 108 is shown to be an antenna, and the
media rendering source 102 broadcasts the media stream
wirelessly to the client device 104. However, depending on a
form of the media stream, the media rendering source 102
may render the media using wireless or wired communication
techniques. In other examples, the client device 104 includes
a microphone 110 to receive the media stream or recording
from the media rendering source 102. The client device 104
can also include any of a video camera, vibration sensor, radio
receiver, network interface, etc., to receive the media stream.

The client device 104 may not be operationally coupled to
the media rendering source 102, other than to receive the
rendering of the media stream. In this manner, the client
device 104 may not be controlled by the media rendering
source 102, and the client device 104 may not be an integral
portion of the media rendering source 102. In the example
shown in FIG. 1, the client device 104 is a separate entity from
the media rendering source 102.

The client device 104 can be implemented as a portion of a
small-form factor portable (or mobile) electronic device such
as a cell phone, a wireless cell phone, a personal data assistant
(PDA), a personal media player device, a wireless web-watch
device, a personal headset device, an application specific
device, or a hybrid device that include any of the above
functions. The client device 104 can also be implemented as
a personal computer including both laptop computer and
non-laptop computer configurations. The client device 104
can also be a component of a larger device or system as well.

The client device 104 may be operated to capture a media
sample of the rendered media stream. This may occur auto-
matically without user intervention or may be effected by a
user activating a button or other application to trigger the
sample capture. For example, a user of the client device 104
may press a button to record a ten second digital sample of
audio through a microphone, or to capture a still image or
video sequence using a camera. As other examples, the client
device 104 may receive a signal with instructions to capture a
media sample, or the client device 104 may autonomously
detect environmental activity (e.g., via a voice activity or
music activity detection module) and responsively capture a
media sample.

Media samples of a continuous media stream may be cap-
tured by the antenna 108 or microphone 110, passed through
an analog to digital (A/D) converter 112, and stored in a
rolling media sample buffer 114 (e.g., such as a circular or
ring buffer or queue). Old media samples may be retired as
new samples are captured so that a history of a certain length
backwards in time is available for analysis. Alternatively, the
media samples may be captured directly from a digital feed,
oras shown, may be sampled from the A/D converter 112. The
media stream may be ambient free-field audio, and the media
samples may be digitized pulse code modulation (PCM)
samples captured from the microphone 110 at an 8 KHz
sampling rate, for example. (The term “sample” herein may
be considered both individual samples, such as PCM audio
sample values, as well as a collection of such samples over a
segment of time, for example.)

A time stamp corresponding to a sampling time of the
media sample is recorded as T, and may be referred to as the
synchronization point. The sampling time may preferably be
the beginning, but could also be an ending, middle, or any
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other predetermined time of the media sample. Thus, the
media samples may be time-stamped so that a corresponding
time offset within the media stream from a fixed arbitrary
reference point in time is known. The time-stamping may be
explicit, in which each media sample may have an associated
time value, or implicit, in which the time may be determined
from the sample’s position within the sample buffer 114 or
from a number of sample periods elapsed since the reference
time point, for example. The reference time could be defined
as a moment the client device 104 is turned on and the first
media sample is captured, for example.

Media samples can be obtained from the media sample
buffer 114 and passed to the sever 106 for content identifica-
tion. In another example, the media samples could be prepro-
cessed and feature-extracted before sending to the server 106.
For instance, the media samples can be sent to a signature
extractor 116 to generate a signature stream of extracted
features, and each feature may have a corresponding time
position within the media stream. The signature stream of
extracted features can be provided to a continuity tracker 118
that may compare the signature stream of extracted features to
a received signature file for a corresponding media recording
to determine validity/continuity of a received content identi-
fication.

A signature file may be a temporally mapped collection of
features describing content of a media recording that has a
temporal dimension corresponding to a timeline of the media
recording, and each feature may be a description of the con-
tent in a vicinity of each mapped timepoint. A signature file
may be predetermined based on media recordings and stored,
and a signature stream may be determined and generated in
real-time based on an observed media stream, for example.
Generally, the features can be chosen to be reproducible in the
presence of noise and distortion, for example. The features
may be extracted sparsely at discrete time positions, and each
feature may correspond to a feature of interest. Examples of
sparse features include L, norm power peaks, spectrogram
energy peaks, linked salient points, etc. For more examples,
the reader is referred to U.S. Pat. No. 6,990,453, by Wang and
Smith, which is hereby entirely incorporated by reference.

Alternatively, a continuous time axis could be represented
densely, in which every value of time has a corresponding
feature value. Examples of such dense features include fea-
ture waveforms (as described in U.S. Pat. No. 7,174,293 to
Kenyon, which is hereby entirely incorporated by reference),
spectrogram bitmap rasters (as described in U.S. Pat. No.
5,437,050, which is hereby entirely incorporated by refer-
ence), an activity matrix (as described in U.S. Publication
Patent Application No. 2010/0145708, which is hereby
entirely incorporated by reference), and an energy flux bit-
map raster (as described in U.S. Pat. No. 7,549,052, which is
hereby entirely incorporated by reference).

In one example, a signature file includes a sparse feature
representation. The features may be obtained from a spectro-
gram extracted using overlapped short-time Fast Fourier
Transforms (FFT). Peaks in the spectrogram can be chosen at
time-frequency locations where a corresponding energy
value is a local maximum. For examples, peaks may be
selected by identifying maximum points in a region surround-
ing each candidate location. A psychoacoustic masking cri-
terion may also be used to suppress inaudible energy peaks.
Each peak can be coded as a pair of time and frequency
values. Additionally, an energy amplitude of the peaks may be
recorded. In one example, an audio sampling rate is 8 KHz,
and an FFT frame size may vary between about 64-1024 bins,
with a hop size between frames of about 25-75% overlap with
the previous frame. Increasing a frequency resolution may
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result in less temporal accuracy. Additionally, a frequency
axis could be warped and interpolated onto a logarithmic
scale, such as mel-frequency.

A number of features or information associated with the
features may be combined into a signature file. A signature
file may order features as a list arranged in increasing time.
Bach feature F, can be associated with a time value t, in a data
construct, and the list can be an array of such constructs; here
j is the index of the j-th construct, for example. In an example
using a continuous time representation, e.g., successive
frames of a spectrogram, the time axis could be implicit in the
index into the list array. For convenience, the time axis within
each media recording can be obtained as an offset from a
beginning of the recording, and thus time zero refers to the
beginning of the recording.

A size of a resulting signature file may vary depending on
a feature extraction method used. In one example, a density of
selected spectrogram peaks (e.g., features) may be chosen to
be about between 10-50 points per second. The peaks can be
chosen as the top N most energetic peaks per unit time, for
example, the top 10 peaks in a one-second frame. In an
example using 10 peaks per second, using 32 bits to encode
each peak frequency (e.g., 8 bits for the frequency value and
24 bits to encode the time offset), 40 bytes per second may be
required to encode the features. With an average song length
of about three minutes, a signature file size of approximately
7.2 kilobytes may result for a song. For other signature encod-
ing methods, for example, a 32-bit feature at every offset of'a
spectrogram with a hop size of 100 milliseconds, a similar
size fingerprint results.

In another example, a signature file may be on the order of
about 5-10 KB, and may correspond to a portion of a media
recording from which a sample was obtained that is about 20
seconds long and refers to a portion of the media recording
after an end of a captured sample.

Thus, the signature extractor 116 may extract features from
amediasample, using any of the methods described herein, to
generate a signature stream of extracted features. The conti-
nuity tracker 118 may receive a predetermined signature file
for a corresponding media recording, and the continuity
tracker 118 may compare the extracted signature stream of
extracted features to the signature file, as described below.

The client device 104 may be operated to capture portions
of'the media sample rendered by the media rendering source
102 for identification, and send the captured portion to the
server 106 for identification. The client device 104 may be
operationally coupled to the server 106 through a wired or
wireless interface.

The server 106 may include a position identification mod-
ule 120 and a content identification module 122. Although
FIG. 1 illustrates the server 106 to include both the position
identification module 120 and the content identification mod-
ule 122, either of the position identification module 120 and/
or the content identification module 122 may be separate
entities apart from the server 106, for example. Alternatively,
both the position identification module 120 and the content
identification module 122 may be the same entity, or func-
tions of the position identification module 120 and the content
identification module 122 may be performed by the same
entity. In addition, the position identification module 120
and/or the content identification module 122 may be located
in the client device 104 or may be on a remote server con-
nected to the client device 104 over a network, as shown in
FIG. 1.

The server 106 may receive a media sample from the client
device 104 (either over a wired or wireless connection), and
the position identification module 120 may identify a corre-
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sponding estimated time position (T) indicating a time offset
of the media sample into the media stream (or media record-
ing) based on the media sample that is captured at that
moment. Ty may also, in some examples, be an elapsed
amount of time from a beginning of the media stream.

The content identification module 122 may optionally also
perform a content identification on the received media
sample. The content identification may identify content in a
media stream, e.g., a musical soundtrack, if the identity is not
already known. The content identification module 122 may
be used or be incorporated within any of example media
sample information retrieval systems, such as provided by
Shazam Entertainment in London, United Kingdom,
Gracenote in Emeryville, Calif., or Melodis in San Jose,
Calif., for example. These services operate to receive samples
of environmental audio, identify a musical content of the
audio sample, and provide the user with information about the
music, including the track name, artist, album, artwork, biog-
raphy, discography, concert tickets, etc.

In this regard, the content identification module 122 may
include a media search engine 124 and may include or have
access to a media recording database 126 that indexes refer-
ence media content objects and recordings, for example,
musical soundtracks, video clips, movies, and television
shows, to compare the received media sample with the stored
information so as to identify media content within the
received media sample. Once a media object within the media
stream has been identified, identity information and other
metadata may be reported back to the client device 104.

Metadata may also comprise data and hyperlinks to other
related content and services, including recommendations,
ads, offers to preview, bookmark, and buy musical record-
ings, videos, concert tickets, and bonus content; as well as to
facilitate browsing, exploring, discovering related content on
the world wide web.

Alternatively, the client device 104 may capture a sample
of'a media stream from the media rendering source 102, and
perform initial feature extraction processing on the sample so
as to create a fingerprint of the media sample. The client
device 104 could then send the fingerprint information to the
position identification module 120 and/or the content identi-
fication module 122, which may identify information pertain-
ing to the sample based on the fingerprint information alone.
In this manner, more computation or identification processing
can be performed at the client device 104, rather than at the
position identification module 120 and/or the content identi-
fication module 122, for example.

As mentioned, the media recording database 126 may
include many media content objects, each of which may be
identified by a unique identifier (e.g., sound ID). The database
126 may not necessarily store actual media content, such as
audio or video files for each recording, since the sound IDs
can be used to retrieve the files from elsewhere. However, the
database 126 may store media content files in some embodi-
ments. A media content database index may be very large,
containing indices for millions or even billions of files, for
example. New content can be added incrementally to the
database index.

The database 126 may also include information for each
stored audio, video, or media file, or for each stored media
index. For example, metadata may be stored with each file
that indicates information about the file, such as an artist
name, a length of song, lyrics of the song, time indices for
lines or words of the lyrics, album artwork, or any other
identifying or related information to the file.

The system of FI1G. 1 allows time offsets of captured media
samples to be identified, and also for media samples to be
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identified based on stored information. While FIG. 1 illus-
trates a system that has a given configuration, the components
within the system may be arranged in other manners. For
example, the media search engine 124 may be separate from
the content identification module 122, or media sample pro-
cessing can occur at the client 104 or at the server 106. Thus,
it should be understood that the configurations described
herein are merely exemplary in nature, and many alternative
configurations might also be used.

The system in FIG. 1, and in particular the position iden-
tification module 120, may identify time offsets of media
samples within a media stream. Optionally, the system can be
used to identify content in a media stream using samples of
the media within the media stream using the content identi-
fication module 122.

Various media sample identification techniques are known
in the art for performing computational content identifica-
tions of media samples and features of media samples using a
database of media content objects. The following U.S. Patents
and publications describe possible examples for media rec-
ognition techniques, and each is entirely incorporated herein
by reference, as if fully set forth in this description: Kenyon et
al, U.S. Pat. No. 4,843,562, entitled “Broadcast Information
Classification System and Method”; Kenyon, U.S. Pat. No.
4,450,531, entitled “Broadcast Signal Recognition System
and Method”; Haitsma et al, U.S. Patent Application Publi-
cation No. 2008/0263360, entitled “Generating and Match-
ing Hashes of Multimedia Content”; Wang and Culbert, U.S.
Pat. No. 7,627,477, entitled “Robust and Invariant Audio
Pattern Matching”; Wang, Avery, U.S. Patent Application
Publication No. 2007/0143777, entitled “Method and Appa-
ratus for Identification of Broadcast Source”; Wang and
Smith, U.S. Pat. No. 6,990,453, entitled “System and Meth-
ods for Recognizing Sound and Music Signals in High Noise
and Distortion”; and Blum, et al, U.S. Pat. No. 5,918,223,
entitled “Method and Article of Manufacture for Content-
Based Analysis, Storage, Retrieval, and Segmentation of
Audio Information”.

Briefly, identifying a media recording begins by receiving
a media recording and sampling the media recording. The
recording is correlated with digitized, normalized reference
signal segments to obtain correlation function peaks for each
resultant correlation segment, providing a recognition signal
when the spacing between the correlation function peaks is
within a predetermined limit, and a pattern of RMS power
values coincident with the correlation function peaks matches
within predetermined limits of a pattern of the RMS power
values from the digitized reference signal segments, as noted
in U.S. Pat. No. 4,450,531, for example. The matching media
content is thus identified. Furthermore, the matching position
of the media recording in the media content is given by the
position of the matching correlation segment, as well as the
offset of the correlation peaks, for example.

In another example, generally, media content can be iden-
tified by identifying or computing characteristics or finger-
prints of a media sample and comparing the fingerprints to
previously identified fingerprints. The particular locations
within the sample at which fingerprints are computed depend
onreproducible points in the sample. Such reproducibly com-
putable locations are referred to as “landmarks.” A location
within the sample of the landmarks can be determined by the
sample itself, i.e., is dependent upon sample qualities and is
reproducible. That is, the same or similar landmarks may be
computed for the same signal each time the process is
repeated. A landmarking scheme may mark about 5 to about
10 landmarks per second of sound recording; however, land-
marking density depends on an amount of activity within the
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media recording. One landmarking technique, known as
Power Norm, is to calculate an instantaneous power at many
time points in the recording and to select local maxima. One
way of doing this is to calculate an envelope by rectifying and
filtering a waveform directly. Another way is to calculate a
Hilbert transform (quadrature) of a signal and use a sum of
magnitudes squared of the Hilbert transform and the original
signal. Other methods for calculating landmarks may also be
used.

Once the landmarks have been computed, a fingerprint is
computed at or near each landmark time point in the record-
ing. A nearness of a feature to a landmark is defined by the
fingerprinting method used. In some cases, a feature is con-
sidered near a landmark if the feature clearly corresponds to
the landmark and not to a previous or subsequent landmark. In
other cases, features correspond to multiple adjacent land-
marks. The fingerprint is generally a value or set of values that
summarizes a set of features in the recording at or near the
time point. In one embodiment, each fingerprint is a single
numerical value that is a hashed function of multiple features.
Other examples of fingerprints include spectral slice finger-
prints, multi-slice fingerprints, LPC coefficients, cepstral
coefficients, and frequency components of spectrogram
peaks.

Fingerprints can be computed by any type of digital signal
processing or frequency analysis of the signal. In one
example, to generate spectral slice fingerprints, a frequency
analysis is performed in the neighborhood of each landmark
timepoint to extract the top several spectral peaks. A finger-
print value may then be the single frequency value of a stron-
gest spectral peak. For more information on calculating char-
acteristics or fingerprints of audio samples, the reader is
referred to U.S. Pat. No. 6,990,453, to Wang and Smith,
entitled “System and Methods for Recognizing Sound and
Music Signals in High Noise and Distortion,” the entire dis-
closure of which is herein incorporated by reference as if fully
set forth in this description.

Thus, the content identification module 122 may receive a
sample and compute fingerprints of the sample. The content
identification module 122 may compute the fingerprints by
communicating with additional recognition engines. To iden-
tify the recording, the content identification module 122 can
then access the media recording database 126 to match the
fingerprints of the sample with fingerprints of known audio
tracks by generating correspondences between equivalent
fingerprints and files in the media recording database 126 to
locate a file that has the largest number of linearly related
correspondences, or whose relative locations of characteristic
fingerprints most closely match the relative locations of the
same fingerprints of the sample. That is, linear correspon-
dences between the landmark pairs are identified, and sets are
scored according to the number of pairs that are linearly
related. A linear correspondence may occur when a statisti-
cally significant number of corresponding sample locations
and file locations can be described with substantially the same
linear equation, within an allowed tolerance, for example.
The file of the set with the highest statistically significant
score, i.e., with a largest number of linearly related correspon-
dences, is the winning file, and is deemed the matching media
file.

As yet another example of a technique to identify content
within the media stream, a media sample can be analyzed to
identify its content using a localized matching technique. For
example, generally, a relationship between two media
samples can be characterized by first matching certain finger-
print objects derived from the respective samples. A set of
fingerprint objects, each occurring at a particular location, is
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generated for each media sample. Each location is determined
depending upon the content of a respective media sample and
each fingerprint object characterizes one or more local fea-
tures at or near the respective particular location. A relative
value is next determined for each pair of matched fingerprint
objects. A histogram of the relative values is then generated.
If a statistically significant peak is found, the two media
samples can be characterized as substantially matching.
Additionally, a time stretch ratio, which indicates how much
an audio sample has been sped up or slowed down as com-
pared to the original audio track can be determined. For a
more detailed explanation of this method, the reader is
referred to U.S. Pat. No. 7,627,477, to Wang and Culbert,
entitled Robust and Invariant Audio Pattern Matching, the
entire disclosure of which is herein incorporated by reference
as if fully set forth in this description.

In addition, systems and methods described within the
publications above may return more than just the identity of a
media sample. For example, using the method described in
U.S. Pat. No. 6,990,453 to Wang and Smith may return, in
addition to metadata associated with an identified audio track,
a relative time offset (RTO) of a media sample from a begin-
ning of an identified sample, referred to as an estimated
identified media stream position Ts. To determine a relative
time offset of the recording, fingerprints of the sample can be
compared with fingerprints of the original files to which the
fingerprints match. Each fingerprint occurs at a given time, so
after matching fingerprints to identify the sample, a differ-
ence in time between a first fingerprint (of the matching
fingerprint in the sample) and a first fingerprint of the stored
original file will be a time offset of the sample, e.g., amount of
time into a song. Thus, a relative time offset (e.g., 67 seconds
into a song) at which the sample was taken can be determined.
Other information may be used as well to determine the RTO.
For example, a location of a histogram peak may be consid-
ered the time offset from a beginning of the reference record-
ing to the beginning of the sample recording.

Other forms of content identification may also be per-
formed depending on a type of the media sample. For
example, a video identification algorithm may be used to
identify a position within a video stream (e.g., a movie). An
example video identification algorithm is described in Oost-
veen, J., et al., “Feature Extraction and a Database Strategy
for Video Fingerprinting”, Lecture Notes in Computer Sci-
ence, 2314, (Mar. 11, 2002), 117-128, the entire contents of
which are herein incorporated by reference. For example, a
position of the video sample into a video can be derived by
determining which video frame was identified. To identify the
video frame, frames of the media sample can be divided into
a grid of rows and columns, and for each block of the grid, a
mean of the luminance values of pixels is computed. A spatial
filter can be applied to the computed mean luminance values
to derive fingerprint bits for each block of the grid. The
fingerprint bits can be used to uniquely identify the frame, and
can be compared or matched to fingerprint bits of a database
that includes known media. The extracted fingerprint bits
from a frame may be referred to as sub-fingerprints, and a
fingerprint block is a fixed number of sub-fingerprints from
consecutive frames. Using the sub-fingerprints and finger-
print blocks, identification of video samples can be per-
formed. Based on which frame the media sample included, a
position into the video (e.g., time offset) can be determined

Furthermore, other forms of content and/or position iden-
tification may also be performed, such as using watermarking
methods. A watermarking method can be used by the position
identification module 120 to determine the time offset such
that the media stream may have embedded watermarks at
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intervals, and each watermark specifies a time or position of
the watermark either directly, or indirectly via a database
lookup, for example. Alternatively, if the media stream
includes embedded watermarks that indicate, either directly
or indirectly, a time or position offset value, the client device
104 may determine the time offset of a sample of the media
being rendered without communication with the position
identification module 120.

In each of the foregoing example content identification
methods for implementing functions of the content identifi-
cation module 122, a byproduct of the identification process
may be a time offset of the media sample within the media
stream (e.g., estimated identified media stream position T).
Thus, in these cases, the position identification module 120
may be the same as the content identification module 122, or
functions of the position identification module 120 may be
performed by the content identification module 122.

Thus, a user may send from the client device 104 a position
identification query to the position identification module 120,
which may use any of the techniques described herein to
return information relating to the content to the client device
104, and optionally, the content identification module 122
may be accessed to identify the content. Example embodi-
ments described herein apply to any type of media stream,
such as for example, pre-recorded or live music, audio, video,
a combination of audio and video, or any other kind of media
or event sequences that follow a timeline of positions in the
media stream. Example embodiments also apply to any for-
mat of the media stream such as, for example, media on CDs,
DVDs, compressed digital media, MIDI files, animation
sequences, control sequences, scripts, slide shows, etc.

In other examples, the client device 104 or the server 106
may further access a media stream library database 128 to
select a media stream corresponding to the sampled media
that may then be returned to the client device 104 to be
rendered by the client device 104. The media stream library
database 128 may be located in the client device 104 or in the
server 106, or alternatively either or both of the client device
104 and the server 106 may be connected to the media stream
library database 128 over a network. In FIG. 1, the media
stream library database 128 is shown to be connected to the
server 106, for example. Still further, information in the
media stream library database 128, or the media stream
library database 128 itself, may be included within the media
recording database 126.

A media stream in the media stream library database 128
corresponding to the media sample may be manually selected
by a user of the client device 104, programmatically by the
client device 104, or selected by the server 106 based on an
identity of the media sample determined by the content iden-
tification module 122, for example. The selected media
stream may be a different kind of media from the media
sample, and may be synchronized to the media being ren-
dered by the media rendering source 102. For example, the
media sample may be music, and the selected media stream
may be lyrics, a musical score, a guitar tablature, musical
accompaniment, a video, animatronic puppet dance, an ani-
mation sequence, etc., which can be synchronized to the
music. The selected media stream may be determined based
on a content identification of the media sample, for example.

In some examples, the selected media stream may be lyrics
corresponding to an identified media stream. The selected
media stream may alternatively be any type of media stream,
such as movies, a soundtrack, lyrics, text, video clips, pic-
tures, slideshow, documents, etc. In still further examples, the
media stream may be a video stream, and the selected media
stream may be a soundtrack of the video stream. In addition,
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or as an alternative, the media stream may be a soundtrack,
and the selected media stream may be a movie. In yet another
embodiment, the selected media stream may be an alternative
version of a first media stream, for example a version in
different language. Or the selected media stream could be at
a different resolution than a first media stream, for example,
High Definition or 7.1-channel surround sound, such that by
synchronizing the selected media stream, a higher quality
version of the first media stream may be provided.

The client device 104 may receive the selected media
stream corresponding to the media sample, and may render
the selected media stream in synchrony with the media being
rendered by the media rendering source 102.

An estimated time position of the media being rendered by
the media rendering source 102 can be determined by the
position identification module 120 and can be used to deter-
mine a corresponding position within the selected media
stream at which to render the selected media stream. The
client device 104 can then render and present the selected
media stream in synchrony with the media being rendered by
the media rendering source 102.

The client device 104 may include a position tracking
module 130 to ensure accurate synchronization between the
two media streams. When the client device 104 is triggered to
capture a media sample, a timestamp (T,) is recorded from a
reference clock of the client device 104. At any time t, an
estimated real-time media stream position T,(t) is determined
from the estimated identified media stream position Tg
received from the server 106 plus elapsed time since the time
of the timestamp:

T ()=Ts+t-Ty Equation (1)

T,(t)isan elapsed amount of time from a reference point, such
as a beginning of the media stream, to a real-time position of
the media stream as is currently being rendered. Thus, using
T, (i.e., the estimated elapsed amount of time from a begin-
ning of the media stream to a position of the media stream
based on the recorded sample), the T,(t) can be calculated.
T,(t) can then be used by the client device 104 to present the
selected media stream in synchrony (or substantially in syn-
chrony) with the media being rendered by the media render-
ing source 102. For example, the client device 104 may begin
rendering the selected media stream at the time position T,(t),
or at a position such that T,(t) amount of time has elapsed.

The position tracking may fall out of synchrony for many
reasons. In one instance, the media stream may be rendered
by the media rendering source 102 at an unexpected speed.
For example, if a musical recording is being played on an
uncalibrated turntable or CD player, the music recording
could be played faster or slower than an expected reference
speed, or in a manner differently from the stored reference
media stream. Or, sometimes a DJ may change a speed of a
musical recording intentionally to achieve a certain effect,
such as matching a tempo across a number of tracks. In such
instances, the estimated position T,(t) can become incorrect
as t increases, and consequently, the selected media stream
may be out of sync. As examples of reference speeds, a CD
player is expected to be rendered at 44100 samples per sec-
ond; a 45 RPM vinyl record is expected to play at 45 revolu-
tions per minute on a turntable; and an NTSC video stream is
expected to play at 60 frames per second.

In some embodiments, to mitigate or prevent the selected
media stream from falling out of synchrony with the media
being rendered by the media rendering source 102, the esti-
mated position T,(t) can be adjusted according to a speed
adjustment ratio R. For example, methods described in U.S.
Pat. No. 7,627,477, entitled “Robust and invariant audio pat-
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tern matching”, the entire contents of which are herein incor-
porated by reference, can be performed to identify the media
sample, the estimated identified media stream position T,
and a speed ratio R.

To estimate the speed ratio R, cross-frequency ratios of
variant parts of matching fingerprints are calculated, and
because frequency is inversely proportional to time, a cross-
time ratio is the reciprocal of the cross-frequency ratio. A
cross-speed ratio R is the cross-frequency ratio (e.g., the
reciprocal of the cross-time ratio).

More specifically, using the methods described above, a
relationship between two audio samples can be characterized
by generating a time-frequency spectrogram of the samples
(e.g., computing a Fourier Transform to generate frequency
bins in each frame), and identifying local energy peaks of the
spectrogram. Information related to the local energy peaks is
extracted and summarized into a list of fingerprint objects,
each of which optionally includes a location field, a variant
component, and an invariant component. Certain fingerprint
objects derived from the spectrogram of the respective audio
samples can then be matched. A relative value is determined
for each pair of matched fingerprint objects, which may be,
for example, a quotient or difference of logarithm of paramet-
ric values of the respective audio samples.

In one example, local pairs of spectral peaks are chosen
from the spectrogram of the media sample, and each local pair
comprises a fingerprint. Similarly, local pairs of spectral
peaks are chosen from the spectrogram of a known media
stream, and each local pair comprises a fingerprint. Matching
fingerprints between the sample and the known media stream
are determined, and time differences between the spectral
peaks for each of the sample and the media stream are calcu-
lated. For instance, a time difference between two peaks of the
sample is determined and compared to a time difference
between two peaks of the known media stream. A ratio of
these two time differences can be determined and a histogram
can be generated comprising such ratios (e.g., extracted from
matching pairs of fingerprints). A peak of the histogram may
be determined to be an actual speed ratio (e.g., ratio between
the speed at which the media rendering source 102 is playing
the media compared to the reference speed at which a refer-
ence media file is rendered). Thus, an estimate of the speed
ratio R can be obtained by finding a peak in the histogram, for
example, such that the peak in the histogram characterizes the
relationship between the two audio samples as a relative
pitch, or, in case of linear stretch, a relative playback speed.

Alternatively, a relative value may be determined from
frequency values of matching fingerprints from the sample
and the known media stream. For instance, a frequency value
of an anchor point of a pair of spectrogram peaks of the
sample is determined and compared to a frequency value of
an anchor point of a pair of spectrogram peaks of the media
stream. A ratio of these two frequency values can be deter-
mined and a histogram can be generated comprising such
ratios (e.g. extracted from matching pairs of fingerprints). A
peak of the histogram may be determined to be an actual
speed ratio R. In equations,

Ssampte Equation (2)
R = f—
stream
where ., and f.,,, are variant frequency values of

matching fingerprints, as described by Wang and Culbert,
U.S. Pat. No. 7,627,477, the entirety of which is hereby incor-
porated by reference.
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Thus, the global relative value (e.g., speed ratio R) can be
estimated from matched fingerprint objects using corre-
sponding variant components from the two audio samples.
The variant component may be a frequency value determined
from a local feature near the location of each fingerprint
object. The speed ratio R could be a ratio of frequencies or
delta times, or some other function that results in an estimate
of a global parameter used to describe the mapping between
the two audio samples. The speed ratio R may be considered
an estimate of the relative playback speed, for example.

The speed ratio R can be estimated using other methods as
well. For example, multiple samples of the media can be
captured, and content identification can be performed on each
sample to obtain multiple estimated media stream positions
T(k) at reference clock time T (k) for the k-th sample. Then,
R could be estimated as:

_ stk = Ts(l)
To(6) = To(D)

Equation (3)
k

To represent R as time-varying, the following equation may
be used:

_ T -Tstk-1)
To() = Tok— )

Equation (4)
k

Thus, the speed ratio R can be calculated using the estimated
time positions T over a span of time to determine the speed at
which the media is being rendered by the media rendering
source 102.

Using the speed ratio R, an estimate of the real-time media
stream position can be calculated as:

T.()=Ts+R(t-T,) Equation (5)

The real-time media stream position indicates the position in
time of the media sample. For example, if the media sample is
from a song that has a length of four minutes, and if T (t) is
one minute, that indicates that the one minute of the song has
elapsed.

In other examples, the client device 104 or the server 106
may further access a media signature database 132 to obtain
a signature file or a media recording (e.g., a song). As
described, a signature file may include a temporally mapped
collection of features describing content of a media recording
that has a temporal dimension corresponding to a timeline of
the media recording, and each feature may be a description of
the content in a vicinity of each mapped timepoint. Example
signature files of songs may be about 5 kilobytes to about 10
kilobytes in size. The media signature database 132 may
include a signature file for a number of media recordings, and
may continually be updated to include signature files for new
media recordings. In one example, the media signature data-
base 132 may include a signature file for each of the media
recordings identified in the media recording database 126 or
in the media stream library database 128, for example.

In response to a content identification query received from
the client device 104, the server 106 may access one or more
of the media recording database 126 to identity a media
recoding from which the media sample was obtained, the
media stream library database 128 to select a media stream
corresponding to the media sample, and the media signature
database 132 to retrieve a signature file corresponding to
identified media recording. The server 106 may then return
any of such information to the client device 104.
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In an example in which the signature file of the identified
media recording is returned to the client device 104, the
continuity tracker 118 of the client device 104 may use the
signature file to verify identification of captured media
samples at a future time. For example, the continuity tracker
118 may compare alignment of the features within the media
sample and the signature file to identify matching features in
the media sample at corresponding times. When feature cor-
respondences at expected locations stop occurring, a discon-
tinuity can be flagged. The discontinuity may trigger an
action to occur, as described below.

The client device may store samples of the media stream in
the sample buffer 114. While a comparison of the features
with the media sample and the signature file is performed,
new samples may be received and stored in the buffer 114 as
time progresses.

The system in FIG. 1 may further include a discontinuity
detection module 134 separate from the client device 104
and/or the server 106 that communicates with the client
device 104 and/or the server 106 using wireless or wired
communication techniques, for example. In another example,
functions of the discontinuity detection module 134 may
optionally be performed by components of the client device
104 (e.g., the continuity tracker 118) and/or components of
the server 106, for example.

The discontinuity detection module 134 may detect if the
media stream being rendered by the media rendering source
102 is interrupted unexpectedly. This may occur, for example,
if a channel is changed on the media rendering source 102, or
if someone stops playout of the media stream or skips to a
different position in the media stream. If the selected media
stream from the media stream library database 128 were to
continue to play, the two media streams would be out of sync
ordisconnected. The discontinuity detection module 134 may
either stop the selected media stream or attempt to resynchro-
nize the two media streams. Thus, the discontinuity detection
module 134 may verify whether the selected media stream is
being rendered in synchrony with the media stream being
rendered by the media rendering source 102.

The discontinuity detection module 134 functions may be
implemented by performing periodic position and/or content
identification samplings as outlined above as an example
method to calculate the speed ratio R, and thus, the disconti-
nuity detection module 134 may communicate with the server
106. Alternatively, the discontinuity detection module 134
may communicate with the server 106 or access the media
signature database 132 to retrieve signature files of identified
media recordings to perform verifications of the media
streams rendered by the media rendering source 102. If at
some point, content identifications are no longer successful or
the signature file does not include matching features with the
media stream, the media stream being rendered by the media
rendering source 102 has stopped or been interrupted. Or, ifa
different media stream is identified then perhaps a channel
changed, a new track is being played, etc.

To determine discontinuities in a media stream being ren-
dered by the media rendering source 102, the discontinuity
detection module 134 can periodically receive media samples
from the client device 104 and perform fingerprint extraction
on the media samples. The discontinuity detection module
134 may also receive information from the position identifi-
cation module 120 including the signature file that includes a
number of fingerprints of the reference media stream
throughout the media stream. The discontinuity detection
module 134 may then compare the extracted fingerprints
from the periodically received media samples to the finger-
prints in the signature file to determine if the media stream
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being rendered by the media rendering source 102 has been
interrupted. The discontinuity detection module 134 will
anticipate certain fingerprints to appear in the samples at
predetermined times, and if the expected fingerprints are not
seen, then a discontinuity may be determined. For example, if
a certain amount of time has passed with no predetermined
fingerprint matches, then a discontinuity can be determined.
When no identifiable fingerprint matches are found, the dis-
continuity detection module 134 may determine that the
media stream has been interrupted or ended.

Fingerprint matching can also be performed using, for
example, methods described above, or as described in U.S.
Pat. No. 6,990,453, to Wang and Smith.

Upon determining a type of discontinuity, the discontinuity
detection module 134 can do one of several things. In one
example, based on detection ofa speed drift, the discontinuity
detection module 134 can make an adjustment to the speed
ratio R so as to perform a resynchronization of the media
streams. In another example, based on detection of a large
discontinuity, the discontinuity detection module 134 can use
the position identification module 120 to realign the media
streams so as to perform a resynchronization of the media
streams. In still another example, the discontinuity detection
module 134 can use the content identification module 122 to
detect a new media stream and choose a different matched
media stream and a new position within the new stream for
synchronization. In yet another example, if position and/or
content identifications fail, the discontinuity detection mod-
ule 134 can instruct the client device 104 to stop rendering the
selected media.

The client device 104 may receive a notification from the
discontinuity detection module 134 and then stop displaying
the selected media stream or change to display a new media
stream selected from the media stream library database 128
synchronized to the new media stream being rendered from
the media rendering source 102, for example.

The discontinuity detection module 134 may alternatively
thus perform or instruct the client device 104 to perform
updates on alignment of the selected media from the media
stream library database 128 with the media being rendered by
the media rendering source 102. The discontinuity detection
module 134 may determine, based on a misalignment of
fingerprint matches with the signature file, an offset value at
which to adjust the rendering of the selected media on the
client device 104 so that the selected media is realigned and
synchronized with the rendering of the media stream by the
media rendering source 102.

Alternatively, if the discontinuity detection module 134 no
longer identifies matching fingerprints from the periodically
received media samples to the fingerprints in the signature
file, the discontinuity detection module 134 may inform the
client device 104 to perform a resynchronization of the
selected media from the media stream library database 128
with the media being rendered by the media rendering source
102. To do so, the client device 104 may re-perform the
method of capturing a new sample of the media and sending
the new sample to the position identification module 120 to
determine the time offset.

Still, alternatively, based on the continued absence of fin-
gerprint matches, the discontinuity detection module 134
may determine that the media stream is no longer being
rendered, for example if the position detection module 120
detects no matching time offset, and thus, may instruct the
client device 104 to stop rendering the selected media or to
perform a new content identification, for example. The client
device 104 may send the new sample to the content identifi-
cation module 122 to identify a new media stream being
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rendered by the media rendering source 102. If the identified
media stream has changed then the client device 104 may
select a new media stream from the media stream library
database 128 corresponding to the media sample to be ren-
dered in synchrony by the client device 104.

II. Signature Database

FIG. 2 illustrates an example system to prepare a signature
database. The system includes a media recording database
202, a feature extraction module 204, and a media signature
database 206.

The media recording database 202 may include a number
of copies of media recordings (e.g., songs or videos) or ref-
erences to a number of copies of the media recordings. The
feature extraction module 204 may be coupled to the media
recording database 202 and may receive the media recordings
for processing. FIG. 2 conceptually illustrates the feature
extraction module receiving an audio track from the media
recording database 202.

The feature extraction module 204 may extract features
from the media recording, using any of the example methods
described above, to generate a signature file 208 for the media
recording. The feature extraction module 204 may store the
signature file 208 in the media signature database 206. The
media signature database 206 may store signature files with
an associated identifier, as shown in FIG. 2, for example.

Generation of the signature files may be performed in a
batch mode and a library of reference media recordings can be
preprocessed into a library of corresponding feature-ex-
tracted reference signature files, for example. Media record-
ings input to the feature extraction module 204 may be stored
into a buffer (e.g., where old recordings are sent out of a
rolling buffer and new recordings are received). Features may
be extracted and a signature file may be created continuously
from continuous operation of the rolling buffer of media
recordings so as to represent no gaps in time, or in an on-
demand basis as needed. In the on-demand example, the
feature extraction module 204 may retrieve media recordings
as necessary out of the media recording database 202 to
extract features in response to a request for corresponding
features.

In one example, features used by the server 106 in FIG. 1
for content identification and recognition may be the same or
different than the features extracted by the feature extraction
module 204 for the signature file. In one example, the features
extracted by the feature extraction module 204 and features
used by the server 106 in FIG. 1 for content identification may
be the same, and the server 106 may access extracted features
by the feature extraction module 204 to perform a content
identification.

In one example, the resulting library of reference signature
files can then be stored into the media signature database 206
to be retrieved as part of a return result packet to a content
identification query.

III. Overview of Example Methods

FIG. 3 is a block diagram of an example method to process
samples of media, in accordance with at least some embodi-
ments described herein. Method 300 shown in FIG. 3 presents
an embodiment of a method that, for example, could be used
with the system shown in FIG. 1 or FIG. 2, for example, and
may be performed by a computing device (or components of
a computing device) such as a client device or a server.
Method 300 may include one or more operations, functions,
or actions as illustrated by one or more of blocks 302-308.
Although the blocks are illustrated in a sequential order, these
blocks may also be performed in parallel, and/or in a different
order than those described herein. Also, the various blocks
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may be combined into fewer blocks, divided into additional
blocks, and/or removed based upon the desired implementa-
tion.

In addition, for the method 300 and other processes and
methods disclosed herein, the flowchart shows functionality
and operation of one possible implementation of present
embodiments. In this regard, each block may represent a
module, a segment, or a portion of program code, which
includes one or more instructions executable by a processor
for implementing specific logical functions or steps in the
process. The program code may be stored on any type of
article of manufacture including a tangible computer-read-
able media, for example, such as a storage device including a
disk or hard drive. The computer readable medium may
include non-transitory computer readable medium, for
example, such as computer-readable media that stores data
for short periods of time like register memory, processor
cache and Random Access Memory (RAM). The computer
readable medium may also include non-transitory media,
such as secondary or persistent long term storage, like read
only memory (ROM), optical or magnetic disks, compact-
disc read only memory (CD-ROM), for example. The com-
puter readable media may also be any other volatile or non-
volatile storage systems. The computer readable medium
may be considered a computer readable storage medium, for
example, or a tangible storage device.

In addition, for the method 300 and other processes and
methods disclosed herein, each block in FIG. 3 may represent
circuitry that is wired to perform the specific logical functions
in the process.

At block 302, the method 300 includes receiving a media
sample of a media stream being rendered by a media render-
ing source. For example, a client device may receive a sample
of media of an ambient environment using an input interface,
such as a microphone.

As another example, a server may receive a sample of
media from a client device. In this example, a client device
may capture the sample of media from media being rendered
in an ambient environment and send the sample to the server.
The sample may be sent within a content identification query
to the server to request an identification of the media from
which the sample was captured.

At block 304, the method 300 includes performing a con-
tent identification of the sample to determine information
associated with a media recording from which the sample was
obtained. For example, a client device or a server may per-
form a content identification using any of the methods
described above. In addition, a client device may perform a
content identification by sending a content identification
query to a server.

Atblock 306, the method 300 includes for matching media
recordings from which the sample was obtained, receiving a
signature file including a temporally mapped collection of
features describing content of the matching media record-
ings. For example, a client device may receive the signature
file from memory of the client device (which may store a
number of signature files), a media signature database (e.g.,
as described in FIG. 2), and/or from a server. In a particular
example, the client device may send the sample to the server
in a content identification query, and the server may return
information associated with a media recording from which
the sample was obtained and the signature file of the identified
media recording. As another example, a server may receive
the signature file from the media signature database.

The matching media recordings may be determined based
on a result of the content identification performed at block
304. More than one media recording may be found to match
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the sample, for example, in an instance in which the sample is
a portion of the media stream and that portion matches to
multiple versions of a corresponding media recording (e.g., a
remix of the song, an original of the song, etc.). A signature
file for each of the matching media recordings can be pro-
vided to the client device and/or the server.

In one example, the server may determine a group of can-
didate identification results matching the sample, and may
return to the client device a reference identifier for each
identification result, a time offset T, ; corresponding to an
offset of the sampling time (e.g., beginning) of the sample
within the reference recording, and optionally a speed skew
ratio R,, wherein k is the k-th candidate result. For each
candidate reference recording identified in the group, a cor-
responding reference signature file can be retrieved from the
signature database using the reference identifier and returned
to the client device.

At block 308, the method 300 includes storing each
received signature file in memory. For example, the client
device and/or the server may store a received signature file in
memory for later use.

FIG. 4 is a block diagram of another example method to
process samples of media, in accordance with at least some
embodiments described herein. Method 400 shown in FIG. 4
presents an embodiment of a method that, for example, could
be used with the system shown in FIG. 1 or FIG. 2, for
example, and may be performed by a device (or components
of'the device) or by a server. Method 400 may include one or
more operations, functions, or actions as illustrated by one or
more of blocks 402-412. Although the blocks are illustrated in
a sequential order, these blocks may also be performed in
parallel, and/or in a different order than those described
herein. Also, the various blocks may be combined into fewer
blocks, divided into additional blocks, and/or removed based
upon the desired implementation.

At block 402, the method 400 includes receiving a media
sample of a media stream being rendered by a media render-
ing source. For example, a client device or a server may
receive a sample of a media stream as described above in FI1G.
3.

At block 404, the method 400 includes for matching media
recordings from which the sample was obtained, receiving a
signature file including a temporally mapped collection of
features describing content of the matching media record-
ings. For example, a client device or a server may receive the
signature file as described above in FIG. 3.

At block 406, the method 400 includes receiving a signa-
ture stream including features extracted from the media
stream. For example, a client device may receive via an input
interface (e.g., microphone) incremental samples of the
media stream, and may extract features of these samples to
generate corresponding signature stream increments. Each
incremental sample may include content at a time after a
previous sample, as the media stream rendered by the media
rendering source may have been ongoing. The client device
may send corresponding increments of the signature stream
to a server so that the server may receive the signature stream,
for example. Alternatively, the client device may send corre-
sponding increments of the signature stream to a continuity
tracker module 118 so that the continuity tracker module 118
may receive the signature stream, for example.

The signature stream may be generated based on samples
of'the media stream using any of the methods described above
for extracting features of a sample, for example.
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The signature stream may be generated in an ongoing basis
in realtime when the media stream is an ongoing media
stream. In this manner, features in the signature stream may
increase in number over time.

At block 408, the method 400 includes determining
whether features between the signature stream of the media
stream and the signature file for at least one matching media
recording are substantially matching over time. For example,
the client device or the server may compare the features in the
signature stream with features in each of the received signa-
ture files. The features can be compared by aligning a time
position within the signature file for each matching media
recording to a time offset (T, ;) corresponding to an offset of
a sampling time (e.g. beginning) of the sample within the k-th
matching media recording, and then comparing the aligned
signature file for each matching media recording with the
signature stream, which may be generated from incremental
portions of the media stream in a vicinity of the sample. In this
way, the features of the signature file that are expected to
correspond to features in the signature stream can be com-
pared as the media stream is received in realtime.

FIG. 5 illustrates an example timing diagram. In one
example, an on-going media stream may be rendered by a
media rendering source over time. A sample of the media
stream may be captured or obtained by the client device or the
server at atime T,,. The sample may be any length, such as for
example, about 5-10 seconds in length. A content identifica-
tion may be performed on the sample to identify a media
recording from which the sample was obtained (e.g., to iden-
tify the media recording being rendered within the media
stream). The media recording may be stored in a database, as
described in FI1G. 1, and the sample can be compared to stored
recordings to identify a matching portion of a stored record-
ing. A signature stream may also be captured by the client
device or the server. The signature stream may comprise
features extracted from the media stream over time, and thus,
the signature stream may include features extracted within a
time segment (T1, T2). A time T1 may correspond to the time
T, at which the sample was obtained. The signature stream
may be continually generated such that time T2 is close to or
equivalent to the current time t. The signature stream may be
stored in a buffer, such as a first in first out (FIFO) buffer, in
which older features are removed after a predetermined
amount of time (e.g., after about 5-10 minutes).

In one example, the signature stream may be generated
from a portion of the media stream starting at time T, at which
the sample was obtained. To extend a region for comparison
purposes, a time segment (T1, T2) can be selected and por-
tions of the signature stream within this time segment can be
compared to features in the signature file at a corresponding
time segment. The time segment (T,,T,) may include por-
tions of a segment between a synchronization point (T,) up to
a fullest extent of the signature stream that is available (e.g.,
based on an ongoing rendering of the media stream). For
example, if the media stream is captured in realtime from a
microphone or digital broadcast receiver, an upper bound of
T, may be the current realtime. A lower bound of T, may be
an oldest extent backwards in time for which the signature
stream has been buftered. Any subset of the available buffered
time range may be taken as the time segment (T,,T,) to be
scanned, for example.

For a k-th candidate reference signature file,

T =T ytt-To Equation (6)

or if speed compensation is used

T, (=T, s+ R M= T) Equation (7)
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where T, is a timestamp indicating a time that the sample was
recorded, T, ,(t) is a relative time offset of content within the
k-th matching media recording corresponding to content of
the media stream at time t, T, , is a time offset of a sampling
time (e.g. beginning) of the sample within the k-th matching
media recording, and R, is a timescale ratio that indicates a
speed at which the media stream is rendered by the media
rendering source based on a reference speed of the media
recordings. In some example, R,=1 if no such value was
provided or if no speed compensation is needed. When t=T,,,
T, ;(To)=T, at a point of synchronization T, which results
from synchronization at time t=T, may be known as aresult of
a content identification.

For a given time segment (T,,T,), a set of features I, with
corresponding times t, such that T,<t,<T, can be retrieved
from the signature stream. The client device or the server may
determine, within the aligned signature file, whether a feature
(F'; ) substantially similar to F; occurs at a time (t'; ;) substan-
tially similar to T, ,(t)=T, ;+R,*(t~T,). The client device or
the server may determine a match when ', ; is within a pre-
determined deviation from F, and the ', ; is within a predeter-
mined deviation from T, ,(t)).

Thus, foreach segment ('T,,T,) selected to be scanned, a set
of features I, with corresponding times t;such that T, <t,<T, is
retrieved from the signature stream. If a feature F; occurs at
time t; within the signature stream, and if the k-th candidate
reference signature file matches the signature stream at time
t,, then within the corresponding reference signature file a
substantially similar feature F'; ;, would be expected to occur
at a time t', ; that is substantially similar to T, ;(t)=T, , R *
(t,-T,). A match is considered to occur when ', ; is within a
predetermined deviation from F; and the t', ;. is within a pre-
determined deviation from T, ;(t). In one example, for the
time dimension

18 = T8 =18 4= T R * (2~ 1) <0, Equation (8)

where §, is a time tolerance value (e.g., the time symbols t, t,,
Ty, Ty, T, occur in time coordinates of the media stream,
while the symbols T, ;, T, ;. and t',, ; occur in time coordinates
of the k-th candidate reference signature file). An example
value of the time tolerance 9, may be about 10 milliseconds to
about 100 milliseconds.

In one example, if the features I, are scalar values then

|F~F' 4 1<0p Equation (9)

where 0 is a feature tolerance value. An example of a scalar
feature is the frequency of a spectrogram peak, and examples
of values for the feature tolerance value (85) include about 5
Hz to about 20 Hz.

In one example, if the features are non-scalar objects then
a suitable distance metric may be evaluated, such as

D(F,F'; )< Equation (10)

An example non-scalar feature may include a vector of linked
spectrogram peak coordinates that has two or three frequency
values, as described by Wang and Smith in U.S. Pat. No.
6,990,453 (entirely incorporated by reference). In such a
case, a distance metric may be a Euclidean distance metric
determined from frequency coordinates. Another example of
a non-scalar feature includes a spectrogram peak bitmap ras-
ter, as described by Haitsma in U.S. Patent Application Pub-
lication No. 2008/0263360 (entirely incorporated by refer-
ence). In these cases, a number of common bits can be
calculated and features may be considered to be matching if'a
predetermined threshold number of matching bits is obtained,
in which case the metric D(F,, ', ;) may be maximized rather
than minimized.
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Referring back to FIG. 4, at block 410, the method 400
includes based on the number of matching features, identify-
ing a matching media recording. For example, the client
device or the server may be configured to determine a number
of matching features between the signature stream of the
media stream and the signature file for at least one matching
media recording, and rank the number of matching features
for each signature file. A signature file that has a highest
number of matching features may be considered a match, and
a media recording that is identified by or referenced to by the
signature file may be identified as a matching recording from
which the sample was obtained.

In one example, block 408 may optionally be repeated after
block 410, such that features between the signature stream
and the signature files can be repeatedly compared. When a
matching ', ; and t'; ; are found in an expected location in the
k-th candidate reference signature file, evidence supporting
continued synchronization of a successful matching media
recording is accumulated. A location of each match over the
segment (T, T,) may be stored. Accumulation of evidence
may be processed within the segment (T, T,) or in aggregate
with results from processing earlier segments.

To process within the segment (T,, T,), a score for the
segment may be incremented for each match found, for
example, and a total number of matches may be determined.
This method may be used if a granularity of the segment were
of a size similar to a desired granularity of determination of
synchronization. For example, if a desired time resolution of
synchronization were about 500 ms then buffers may capture
portions of the media stream about every 500 ms and then
analyzed to count a number of matching features. An aggre-
gate score may be determined from counts from all the seg-
ments.

Another example method of accumulating evidence in
eitherthe segment (T, T,) or the aggregated results may be to
prepare a density map. For example, locations of matches
may be convolved with a density kernel to arrive at a density
map. Yet another method of accumulating evidence may be to
observe a location of a latest feature match time in either (T,
T,) or the aggregated results. A feature count, matching
length, or density may be interpreted as a score. A quality of
amatch may also be taken into account. If a distance metric in
time or in feature space has a high value then a contribution to
the score could be weighted inversely according to the dis-
tance, i.e., a poorer match would result in a lower score
contribution. Many other methods for evaluating a pattern of
matching features are possible as well.

Generally, any pattern, subset, or sequence of time seg-
ments out of the signature stream may be used to test, track,
and extend a known extent of continuity of synchronization
against a reference signature file. Each segment that is
scanned may increase knowledge of how well the features in
the signature stream (and hence features in the media stream)
match the features in the k-th reference signature file. An
aggregate result of segment verification can be used to pro-
vide a map of the extent of synchrony on a timeline corre-
sponding to time coordinates of the media stream or the
reference signature file.

In one example, for each candidate signature file, a verifi-
cation may be performed with (T,, T,) for the signature
stream chosen to extend forwards and/or backwards by a
predetermined amount of time. If a signature stream buffer
extends far enough backwards in time, T, may be chosen to
correspond to a sampling time (e.g., a beginning) of a signa-
ture file, otherwise an earliest available time in the signature
stream buffer may be chosen. Similarly, T, may be chosen to
correspond to an end of the reference signature file or a latest
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available time (e.g., a current time). In one example, some
time may have elapsed after an end of the sample and before
a content identification has returned a result, and thus, addi-
tional samples could be captured and additional features
could be extracted and stored into the signature stream buffer
so that T, may be beyond the end of the sample segment up
until the corresponding end of the candidate reference signa-
ture file.

In another example, evaluation may be delayed for a pre-
determined amount of time after an end of the sample seg-
ment to allow further samples to be collected for verification.
For instance, a sample segment for a content identification
may be about five seconds long. The time T, may be set to be
five more seconds after an end of the sample segment. Fur-
thermore, time T1 may be set to be about 10 seconds previous
to T,, for an aggregate time segment of about 20 seconds.
Thus, 20 seconds of signature stream may be compared
against up to about 20 seconds of each candidate reference
signature file to verify a match with each one.

In another example, verification may be performed with a
time segment (T1,T2) chosen to span an expected extent of
the corresponding reference signature file. The k-th candidate
reference signature file may indicate a length L, of the corre-
sponding reference media recording. The length [, and the
time offset T, ;, may enable the determination for the segment
(T1,T2):

T,=To-T, /Ry Equation (11)

L=TorLy=T, )Ry Equation (12)

where T1 corresponds to the expected beginning of the ref-
erence media recording in the media stream, and T2 corre-
sponds to the expected end time. In this manner, an entire
length of the reference media recording may be verified, for
example. The T1 and T2 values may be distal limits and may
be adjusted subject to an available buffered portion of the
signature stream. Any subset of (T1,T2) could also be used.
Taking the length into account allows a more precise sample
segment to be chosen in which feature matching is expected
along the entire length, for example.

In still another example, verification of an identified media
stream may be performed in realtime for continuity using
adjacent and incremental time segments to iteratively scan the
signature stream as the time segments become available. For
example, one-second time increments may be chosen starting
from T, up until a current realtime, and verification may be
performed by iterating over the signature stream whenever an
additional full buffer period of the signature stream has been
collected. In an alternate example, if a first iteration is initi-
ated at some time after T, a catch-up scanning step may be
performed from a start point up to the available current real-
time position, and then one-second iterative time increments
may be used after the catch-up. For example, a given starting
point may be T,. Another possible starting point may be a
predicted start point of the reference media recording (to
which a signature file refers) within the media stream. This
may occur when T, (D=0, i.e., =TT, ;/R,. Thus, time seg-
ments for verification may also span backwards in time from
a synchronization point T,

Referring again to FIG. 4, at block 412, the method 400
includes when substantially matching features between the
signature stream of the media stream and the signature file for
a matching media recording stop occurring, identifying a
discontinuity. In one example, the client device or the server
may continually compare the signature files to the updating
signature stream, and when matches between features stop
occurring, a discontinuity between the identified media
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recording and the media stream can be flagged. In one
example, substantially matching features may stop occurring
when a density of matching features falls below a predeter-
mined threshold over time, or if no more matching features
are found. A threshold amount of time delay, for example
about 2-5 seconds beyond a last known point of synchrony (at
a matching feature), may be used to take into account a
possibility that a matching media recording may be obscured
by noise that temporarily overwhelms the signal. A last
known point of synchrony can be considered to be an end-
point of a matching portion. Synchronization for the k-th
candidate reference media recording (based on a correspond-
ing signature file) can be considered to end when a point in the
signature stream corresponding to an end of the k-th reference
signature file is reached. When synchrony is considered to be
lost for the k-th candidate signature file, the k-th candidate
signature file can be flagged and removed from further con-
sideration for matching.

In one example, block 408 may optionally be repeated after
block 412, such that features between the signature stream
and the signature files can be repeatedly compared to deter-
mine when or if substantially matching features stop occur-
ring.

Example modules (including client devices and servers)
described above and the example methods may be used in
various applications, some of which are described below in
more detail.

IV. False Positive Detection

FIG. 6 is a block diagram of an example method to process
samples of media including performing a false positive detec-
tion, in accordance with at least some embodiments described
herein. Method 600 shown in FIG. 6 presents an embodiment
of'a method that, for example, could be used with the system
shown in FIG. 1 or FIG. 2, for example, and may be per-
formed by a device (or components of the device) or by a
server. Method 600 may include one or more operations,
functions, or actions as illustrated by one or more of blocks
602-612. Although the blocks are illustrated in a sequential
order, these blocks may also be performed in parallel, and/or
in a different order than those described herein. Also, the
various blocks may be combined into fewer blocks, divided
into additional blocks, and/or removed based upon the
desired implementation.

At blocks 602, the method 600 includes sending a content
identification query including a sample of a media stream
being rendered by a media rendering source. For example, a
client device may capture a sample of a media stream and may
send the sample to a server.

At block 604, the method 600 includes receiving informa-
tion associated with a media recording from which the sample
was obtained. For example, the server may perform a content
identification of the sample and may return information asso-
ciated with the content identification to the client device. Inan
alternate example, the client device may perform a content
identification of the sample (in which case block 602 may be
omitted from the method 600).

Atblocks 606 and 608, the method 600 includes for match-
ing media recordings from which the sample was obtained
receiving a signature file including a temporally mapped col-
lection of features describing content of the matching media
recordings, and receiving a signature stream including fea-
tures extracted from the media stream, and receiving a signa-
ture stream including features extracted from the media
stream. Blocks 606 and 608 may be similar to blocks 404 and
406 as described within FIG. 4.

At block 610, the method 600 includes determining
whether features between the signature stream and a signa-
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ture file are substantially matching. Block 610 may be similar
to block 408 described above within FIG. 4.

At block 612, if the features between the signature stream
and a signature file are substantially matching, the method
600 includes providing a notification that a reference media
recording is correct. For example, the reference media record-
ing may be indicated within the information associated with
the media recording that was received at block 604 to identify
the media recording from which the sample was obtained.
Thus, if the features between the signature stream (which is
collected from the media stream at times including before,
during, and after the sample was collected) match features in
the signature file for the reference media recording along the
length of the signature file, then the reference media record-
ing is being rendered within the media stream. The client
device may thus provide a notification indicating identifica-
tion of the media recording being rendered by the media
stream.

At block 614, if the feature between the signature stream
and the signature file are not substantially matching, the
method 600 includes providing a notification that a reference
media recording is no longer valid. For example, initially, at
block 604, a client device may receive information identify-
ing the media recording from which the sample was obtained,
i.e., the media recording being rendered by the media render-
ing source. Subsequently, additional information about the
media stream may be obtained in the signature stream, and at
a later point in time, the features in the signature stream may
not match the signature file when the reference media record-
ing is no longer being rendered by the media rendering source
or the wrong version was initially identified. Thus, the client
device can provide a notification at a time when the reference
media recording is no longer valid.

Method 600 may be performed to verify after a content
identification correctness of a candidate matching result and
to detect a false positive. In one example, a content identifi-
cation system may select a highest-scoring candidate and
verify the selected candidate by performing additional com-
putational content identifications at later times using subse-
quently obtained samples. However, in another example
using the method 600 in FIG. 6, a content identification can be
verified without performing additional computational con-
tent identifications.

In one example, in content identification systems (i.e., such
as in any of the example systems described above) there may
be a tradeoff near a score threshold between having a lower
recognition rate versus a higher false positive rate. If a thresh-
old is lowered then both recognition rate and false positive
rates may increase; conversely a higher threshold may lead to
lower recognition rates but fewer false positives. False posi-
tive content identifications can be lowered by increasing a
sample recording time (e.g., increasing a size of the sample).
However, longer sampling times may lead to higher wait
times for results. An example content identification system
may use techniques with a lower threshold or shorter sam-
pling times for content identification, which may result in
higher false positives, but the example content identification
system may verify and correct recognitions by performing the
method 600 in FIG. 6.

The method 600 may be used to verity in an extended
region around the original sample (e.g., using a signature
stream) whether there is a sufficient density of matching
features appearing in expected locations in the reference sig-
nature file of a reported result of the content identification. If
a loss of continuity in the extended region occurs, then a false
positive may be flagged and an appropriate action may be
taken on the client device, such as withdrawing the identifi-
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cationresult. After content identification, if good continuity is
initially detected in an extended region, followed by a loss of
continuity for some threshold amount of time then another
interpretation may be that the identified content has ended or
is otherwise no longer present in the media stream. This may
occur, for example, if after performing content identification
of'music playing from a radio, the radio is turned off or aradio
channel is changed. In such a case, the content identification
may initially be deemed valid, followed by a notification that
the content identification is no longer valid, for example.

V. Multiple Media Recording Version Disambiguation

In one example, the method 600 in FIG. 6 for false positive
detection may also provide for disambiguating between mul-
tiple versions of a media recording. For example, multiple
candidate results may be legitimate matches to a sample
based on a content identification due to different edited ver-
sions of a recorded work being available. In one instance,
media stream content may include media recordings such as
aradio mix, a dance mix, or mash-up version ofa song and the
sample (which may be short in time or length) may match to
each one of these versions of the media recording.

By considering multiple candidate content identification
results and scanning in and around an extended time span
within a signature stream for verification, divergences in ver-
sions of matching media recordings can be detected if a subset
of reference signature files stop exhibiting matching features
versus another subset that extends matching features further
into a signature stream, for example. Each candidate refer-
ence signature file may be verified along its length against an
available extent of the signature stream looking for a longest
extent of continuity, as well as a highest density of matching
features, for example. A version that has a longest continuity
length or a highest density score of matching features may be
considered the winner and may replace a previous content
identification winner displayed on the client device.

In one example, in disambiguating multiple media record-
ing versions, a sample may match a reference media record-
ing at multiple points if the reference media recording has
repetitive content, for example, a repeated chorus. In such an
instance, multiple synchronization points may be detected by
having the content identification module return a candidate
match for each matching offset, for example, looking for
multiple cross-correlation peaks, points of high bitmap raster
matching scores, or multiple time-difference histogram
peaks. As more media stream context is scanned, candidates
at incorrect offsets may eventually diverge from tracking and
can be flagged and eliminated from consideration.

FIG. 7 is a block diagram of an example method to process
samples of media including disambiguating between mul-
tiple matching media recordings, in accordance with at least
some embodiments described herein. Method 700 shown in
FIG. 7 presents an embodiment of a method that, for example,
could be used with the system shown in FIG. 1 or FIG. 2, for
example, and may be performed by a device (or components
of'the device) or by a server. Method 700 may include one or
more operations, functions, or actions as illustrated by one or
more of blocks 702-712. Although the blocks are illustrated in
a sequential order, these blocks may also be performed in
parallel, and/or in a different order than those described
herein. Also, the various blocks may be combined into fewer
blocks, divided into additional blocks, and/or removed based
upon the desired implementation.

At blocks 702 and 704, the method 700 includes receiving
a number of signature files corresponding to possible match-
ing media recordings from which the sample was obtained,
and receiving a signature stream including features extracted
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from the media stream. Blocks 702 and 704 may be similar to
blocks 404 and 406, respectively, as described within FIG. 4.

At block 706, the method 700 includes determining
whether features between the signature stream and a signa-
ture file are substantially matching over time. Block 706 may
be similar to block 408 as described within FIG. 4. If no
features are matching between the signature stream and the
signature file, then the method 700 ends.

If features between the signature stream and a signature file
are substantially matching, at block 708, the method 700
includes determining whether multiple signature files are
matching. For example, in an instance in which multiple
versions of a song have matching portions to a sample, mul-
tiple signature files may match to the signature stream. At
block 710, if multiple signature files are not matching, then
the method 700 includes identifying an identification of a
media recording corresponding to the given signature file.

If multiple signature files are matching, at block 712, the
method 700 includes identifying a given signature file that
includes a longest continuity length of matching features or a
highest number of matching features to be a match. Subse-
quently, an identification of a media recording corresponding
to the given signature file can be determined.

In one example, using the method 700, a signature file can
be compared to the signature stream to find a signature file
that has a highest number of matching features or a longest
continuity length of matching features. This can be used to
determine if a whole track, for example, matches to a signa-
ture file. A remaining number of signature files that were
received as possible matches can be discarded.

In one example, a server may include or access a database
of' media recordings. The database may include duplicates of
recordings, and the method 700 may be used to identify
duplicates in the database, which may then be deleted from
the database.

FIG. 8 illustrates an example timing diagram. A media
stream may be rendered by a media rendering source in an
on-going manner. FIG. 8 illustrates examples of signature
streams that may be generated to be compared to received
signature files. Initially, a first signature stream increment
may be generated within the time segment (11,T2). Subse-
quent increments of the signature stream may be obtained
periodically (e.g. every second) during the rendering of the
media stream so as to obtain additional features from the
media stream for comparison to the signature files. In one
example, the signature stream is stored in a buffer, and the
subsequent increments are added to the buffer so that the
signature stream grows over time as shown in FIG. 8. The
buffer may store a predetermined amount of a signature
stream that may encompass an entire media recording, such
as for example, a length of about 3-60 minutes.

By generating larger signature streams from the media
stream, a known region of continuity of the signature file can
be verified forward and backward in time from a synchroni-
zation point T, (e.g., time at which a sample was obtained)
until beginning and ending points of loss of continuity are
found.

In one example, if there are multiple candidate matches
from a content identification result, each candidate signature
file can be compared to a stored signature stream both forward
and backward in time until continuity is lost in one or both
directions. For each candidate signature file, a continuity
length of the matching portion can be determined from a time
difference between continuity endpoints, and possibly also
taking into account aspeed ratio R,. A candidate signature file
with a longest continuity length may be considered to be a
best matching file.
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V1. Dynamic Disambiguation of Multiple Slave Media
Streams

In another example, systems and methods described herein
may provide a way of disambiguating synchronization
between a master media stream and a group of candidate slave
media streams that is selected through a content identification
and at least a best matching slave media stream is rendered in
synchrony to the master media stream.

In one example, a client device may receive a slave media
stream and may render the slave media stream in synchrony to
the master media stream being rendered by a media rendering
source. A client device may be configured to receive or deter-
mine a time offset of a sample obtained from a media stream
that indicates a time position in the media stream correspond-
ing to a sampling time of the sample. The client device may
also be configured to receive or determine a timescale ratio
that indicates a speed at which the media stream is being
rendered by the media rendering source based on a reference
speed of the media stream. A real-time offset that indicates a
present time is then determined using a real-time timestamp,
the timestamp of the media sample, the time offset, and
optionally the timescale ratio. The real-time offset may be
calculated using Equation (1) or Equation (5) described
above. The client device can then render a second media
stream (e.g., a slave media stream) at a position correspond-
ing to the real-time offset to be in synchrony to the media
stream (e.g., master media stream) being rendered by the
media rendering source. The client device may receive the
second media stream, or may select the second media stream
from memory or from a database, for example, based on an
identity of the media stream being rendered by the media
rendering source. The second media stream may be related to
the media stream being rendered by the media rendering
source.

An example master media stream may include a song and
an example slave media stream may include time-annotated
lyrics that may be displayed in synchrony to the song. In this
manner, a client device may display song lyrics synchronized
to a song being played by a second device or media rendering
source. A user of the first device may thus view lyrics corre-
sponding to identified ambient music in real-time. The lyrics
text may be displayed at a temporal position in synchrony
with the ambient music.

FIG. 9 illustrates an example of a system for identifying a
media stream, and synchronizing data with the identified
media stream. In the system of FIG. 9, the media stream may
be a song, and the system is operated to capture a sample of
the song being rendered by a random media rendering source
902 using a client device 904, and to identify a time offset of
the sample and subsequently provide a synchronized display
of lyrics of the song on the client device 904.

The client device 904 can be used to capture a sample of a
song from the media rendering source 902 and then send the
sample to a server 906 via a wireless or wired communica-
tion. Operation of the client device 904 and the server 906
may be similar to the client device 104 and the server 106
described in FIG. 1. The server 906 may be configured to
receive the sample from the client device 904 and to perform
a content identification using any of the methods described
herein. Information about the song and a batch file including
lyrics of the song can be sent to the client device 904, as
shown in FIG. 9. A portion of the information may include the
estimated identified media stream position T, which the cli-
ent device 904 can use to calculate the estimated real-time
media stream position T,(t). The estimated identified media
stream position T is a time within the length of the identified
audio track corresponding to a sampling time (e.g. beginning)
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of'the audio sample. The lyrics may be time-annotated lyrics
908 that include information as to media stream time posi-
tions per line or word of the lyrics. In one example, the lyrics
may be included in an XML file that includes time fields
comprising the annotations, or the timing information may be
embedded within the lyrics in other ways. The client device
904 can render lyrics at the time position T, (t) so that the text
of the lyrics are displayed in synchrony (e.g., at the same or
about the same time) with the lyrics being rendered by the
media rendering source 902. Alternatively, the server 906
may not send the all lyrics of the song to the client device 304
in a file, but rather, may stream the lyrics to the client device
904 in synchrony with the song being rendered by the media
rendering source 902.

Using methods described herein, in examples where a ver-
sion or offset of the synchronized candidate slave media
stream is ambiguous from a content identification result, a
best matching slave media stream may be identified. Incorrect
slave media streams can be flagged and dropped from a can-
didate group being tracked. For a k-th candidate slave media
stream, a corresponding slave reference signature file that is
time-aligned to the k-th slave media stream can be provided,
in addition to an offset T , of the sample within the k-th media
stream, and optional speed ratio R,. If the k-th slave media
stream is a current best match, then that slave media stream is
displayed at a corresponding time offset as described in Equa-
tion (7).

FIG. 10 is a block diagram of an example method to pro-
cess samples of media including disambiguating between
multiple matching slave media recordings, in accordance
with at least some embodiments described herein. Method
1000 shown in FIG. 10 presents an embodiment of a method
that, for example, could be used with the system shown in
FIG. 1, FIG. 2 or FIG. 9, for example, and may be performed
by a device (or components of the device) or by a server.
Method 1000 may include one or more operations, functions,
or actions as illustrated by one or more of blocks 1002-1016.
Although the blocks are illustrated in a sequential order, these
blocks may also be performed in parallel, and/or in a different
order than those described herein. Also, the various blocks
may be combined into fewer blocks, divided into additional
blocks, and/or removed based upon the desired implementa-
tion.

At block 1002, the method 1000 includes receiving a
sample of a media stream being rendered by a media render-
ing source. At block 1004, the method 1000 includes receiv-
ing a number of candidate second media recordings that are
related to the media stream being rendered by the media
rendering source. For example, referring to FIG. 1, a media
stream library database 128 may be provided that includes
media streams with reference identifiers that relate to media
recordings in the media recording database 126. In one
example, where the media stream is a song, candidate second
media recordings may be lyrics of the song. The number of
candidate second media recordings that are received can vary,
and each may be considered a positive match.

At block 1006, the method 1000 includes rendering a best
candidate match of the number of candidate second media
recordings substantially in synchrony to the media stream
being rendered by the media rendering source. For example,
the client device may determine a best matching candidate
within the number of candidates based on a matching score of
each of the candidates, and then may render the best candidate
lyrics to be substantially in synchrony to the song.

Atblocks 1008 and 1010, the method 1000 includes receiv-
ing for each candidate a signature file including a temporally
mapped collection of features describing content of the
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matching media recordings, and receiving additional time
increments of a signature stream including features extracted
from the media stream. Blocks 1008 and 1010 may be similar
to blocks 404 and 406 as described within FIG. 4.

At block 1012, the method 1000 includes determining for
each candidate whether features between the signature stream
and the corresponding signature file are substantially match-
ing over time. Block 1012 may be similar to block 408 as
described within FIG. 4. When features between the signature
stream and a signature file are substantially matching over
time, at block 1014 the method 1000 includes continuing
rendering the second media recording substantially in syn-
chrony to the media stream.

When features between the signature stream and a signa-
ture file are not substantially matching, at block 1016, the
method 1000 includes discontinuing rendering the second
media recording substantially in synchrony to the media
stream. In one example, initially based on a content identifi-
cation result, a signature file does match the media stream
(based on the sample); however, if the features between the
signature stream and the signature file are not matching at
block 1012, then it is possible that the media stream has been
terminated. This may occur, for example, if a radio is turned
off or a channel is changed. If continuity is unexpectedly lost
and a slave media stream was being rendered by the client
device then the slave media stream may be correspondingly
terminated. This may be performed in an example where
lyrics or a music video were being synchronized to ambient
music and then the music was turned off; the lyrics could then
be stopped from continuing to be displayed as if the music
were continuing.

At block 1018, the method 1000 includes rendering the
next best candidate second media recording substantially in
synchrony to the media stream. For example, after receiving
additional time increments of the signature stream at block
1010, additional evidence is known that is used to compare
new increments of the signature stream with signature files
looking for expected features in expected locations. When
candidate matches stop matching (such as shown at block
1016), such candidate matches are disqualified or invalidated
for future use with the media stream. Once a candidate that
was previously a best match is no longer substantially match-
ing over time, the next best candidate match can be selected
(as shown at block 1016).

Using the method 1000, for example, a manner of disam-
biguating synchronization between a master media stream
and a group of candidate slave media streams (e.g., selected
through content identification by the system) is provided. In
cases where a version or offset of a synchronized candidate
slave media stream is ambiguous from content identification,
the method 1000 may be used to dynamically determine
which slave media stream and offset is a best match. Incorrect
slave streams that are flagged as being no longer synchro-
nized may be dropped from the candidate group being
tracked. For ak-th candidate, a corresponding slave reference
signature that is time-aligned to the k-th slave media object is
provided to a continuity detection module, in addition to an
offset T, ; of the sample within the k-th media stream, and
optional speed ratio R,. The best matching slave media stream
may then be rendered in synchrony with the master media
stream. If the k-th slave media stream is the current best and
is displayed, at master media stream time t the k-th slave
media object is rendered at a corresponding time offset

T, (=T, ;4R *(--T¢)

within the k-th slave media stream time coordinates. If a new
slave media stream is determined to be the best matching then
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a corresponding new slave media stream is cut in and ren-
dered instead of the previous slave media stream, for
example.

Inexample lyric synchronization systems, multiple lines of
lyrics may be displayed, including upcoming lines of lyrics
looking ahead in time. In the presence of multiple versions or
multiple offsets, if an impending bifurcation in synchrony is
known to be approaching the look-ahead line display window
can be narrowed so as to inhibit displaying the ambiguous or
divergent lyrics past the ambiguous version branch point.
Once the bifurcation point is reached, incorrect versions or
offsets may fall out of consideration. As soon as a correct
version is determined, then lyric display look-ahead may be
allowed to refill with the disambiguated lyric versions, for
example.

VII. Resynchronization of Media Streams

Inone example, if synchronization between a master media
stream and a slave media recording is lost then an additional
stage of attempting to re-acquire synchrony can be per-
formed. Resynchronization may be performed through a con-
tent identification, or a position identification within a media
recording that was being followed. Resynchronization may
be attempted to resynchronize the master media stream and
the slave media stream to resume rendering of the slave media
stream at an appropriate position when the master media
stream is resumed. Resynchronization may be performed
every few seconds, for example.

In one example, where a master media stream has not been
changed, but rather has been paused, a position identification
may be performed to reacquire synchrony of the slave media
stream. For instance, identity of a recording being rendered in
the master media stream may be known from a content iden-
tification result, however, a time offset of the recording in the
media stream may have been lost. A position identification
may be performed using the reference signature file of the
matching media recording to identify the time offset in the
media stream of the known recording.

FIG. 11 is a block diagram of an example method to pro-
cess samples of media including disambiguating between
multiple matching slave media recordings, in accordance
with at least some embodiments described herein. Method
1100 shown in FIG. 11 presents an embodiment of a method
that, for example, could be used with the system shown in
FIG. 1, FIG. 2 or FIG. 9, for example, and may be performed
by a device (or components of the device) or by a server.
Method 1100 may include one or more operations, functions,
or actions as illustrated by one or more of blocks 1102-1112.
Although the blocks are illustrated in a sequential order, these
blocks may also be performed in parallel, and/or in a different
order than those described herein. Also, the various blocks
may be combined into fewer blocks, divided into additional
blocks, and/or removed based upon the desired implementa-
tion.

Atblocks 1102, 1104, and 1106, the method 1100 includes
receiving a sample of a media stream being rendered by a
media rendering source, for matching media recordings from
which the sample was obtained receiving a signature file
including a temporally mapped collection of features describ-
ing content of the matching media recordings, and receiving
a signature stream including features extracted from the
media stream, and receiving a signature stream including
features extracted from the media stream. Blocks 1102, 1104,
and 1106 may be similar to blocks 402, 404, and 406, respec-
tively, as described within FIG. 4, for example.

Atblock 1108, the method 1100 includes identifying a time
offset into a matching media recording of the media stream
based on a comparison of the signature file with the signature
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stream. For example, a search may be performed to check
correspondence of the media recording and the media stream
by periodically scanning the signature file for correspondence
matches by searching for a plurality of matching features in
expected locations based off of individual matching features.
In a particular example, linear correspondences (as described
in U.S. Pat. No. 6,990,453, by Wang and Smith, which is
hereby entirely incorporated by reference) may be verified for
of matching features. The speed ratio R, may be taken into
account when calculating the expected locations, for
example.

Atblocks 1110 and 1112, the method 1100 includes receiv-
ing a second media recording that is related to the media
stream being rendered by the media rendering source, and
rendering the second media recording substantially in syn-
chrony to the media stream being rendered by the media
rendering source. Blocks 1110 and 1112 may be similar to
blocks 1004 and 1006 as described in FIG. 10, for example.
The second media recording can be rendered at a position
corresponding to the identified time offset of the matching
media recording so that the second media recording and the
media recording being rendered in the media stream are in
synchrony (or substantially in synchrony).

In one example, a user may be watching a digital video
recorder (DVR) and may pause and restart a recording in
which a client device has identified and renders a second
media recording in synchrony with the DVR. Once the DVR
is paused, the second media recording will fall out of syn-
chrony. The client device may be configured to perform the
method 1100 to resynchronize the second media recording
with the DVR, for example. The client device may be config-
ured to continually monitor a time offset of a matching media
recording by performing position identifications using the
signature file and received signature streams to maintain syn-
chronization of a rendered second media recording.

In another example, if a new slave media recording is
judged to be the best matching then a corresponding new
slave media recording can replace the previously rendered
slave media recording. For example, if a radio station is
changed and a new media recording is rendered by the media
rendering source, a new content identification may be per-
formed. In an example lyric synchronization system, multiple
lines of lyrics may be displayed, including upcoming lines of
lyrics looking ahead. If an impending bifurcation is known to
be coming, a look-ahead line display window can be nar-
rowed so as to inhibit displaying ambiguous or divergent
lyrics past an ambiguous version branch point. Once a bifur-
cation point is reached, incorrect versions or offsets may fall
out of consideration. As soon as a correct version is deter-
mined, then a lyric display look-ahead may be allowed to
refill with the disambiguated lyric version.

VIII. Synchronization Adjustment

In another example, in a content identification, an estimate
of a speed ratio R, may be determined based off of a short
sample (e.g., a sample of about 5-10 second long). The speed
ratio R, indicates a relative speed of a master stream relative
to a reference recording. In one example, the speed ratio R,
may be determined or updated using locations of matching
features of the signature file and the signature stream. For
instance, the speed ratio R, may be updated by applying a
least-squares estimate on locations of matching features. In
one example, a feedback system may be applied that main-
tains alignment based on error, such as described by Haykin,
Simon, “Adaptive Filter Theory”, 4th Edition, New Jersey,
Prentice Hall 2001.

In one example, initial parameters for continuity tracking
may be estimated from a sample of a small size (e.g., about
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5-10 seconds long). As more segments of the media stream
are analyzed (and obtained within a signature stream) more
data is available to tune the tracking parameters. Example
parameters to use for time alignment include an initial time
offset T, ; and a speed skew ratio R;. Given corresponding
matching locations t,and t'; ;, as described above, the example
parameters can be fine-tuned.

For example, a least-squares fit may be used to minimize an
error term

SRes Tp) = 3 Wy = Tose+ R 1= To) 2 Equation (13)

i

which may be minimized when

de B Equation (14)
OR, ~
=23t = Tl = Ty = R (1, = To)] = 0
J
and
de Equation (15)
aTos = —ZZ [fif = Tox = Rix(t; = Tp)1 =0

This is attained when

Equation (16)

N fult;=To) —Z =T 1
7 - 7

R, = >
NY (1 - To)* - [Z (z; - To)}
4 4
and
Z . TO)ZZ [3',/( _ Equation (17)
7 J
Z W= T0) Y 1t~ To)
7 J
Ty =

3
N - ToP Sty - [Z (zj = To)}
4 4 4

where N is the number of matching features over which j
iterates. If T, is taken as fixed then R, is the free variable so
that Equation (14) can be solved, and

Z - To)(f;',k T Equation (18)
J

R, =
, - To)
4

Using this example method, the matching constraints may be
used:

8 3= T bRy * (1~ To) 1<, Equation (19)

|F=F" 11<8p or DIF,F"; 1)<0p Equation (20)

While various aspects and embodiments have been dis-
closed herein, other aspects and embodiments will be appar-
ent to those skilled in the art. The various aspects and embodi-
ments disclosed herein are for purposes of illustration and are
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not intended to be limiting, with the true scope and spirit
being indicated by the following claims. Many modifications
and variations can be made without departing from its spirit
and scope, as will be apparent to those skilled in the art.
Functionally equivalent methods and apparatuses within the
scope of the disclosure, in addition to those enumerated
herein, will be apparent to those skilled in the art from the
foregoing descriptions. Such modifications and variations are
intended to fall within the scope of the appended claims.

What is claimed is:

1. A method comprising:

receiving, at a computing device, a signature stream

including a temporally mapped collection of features
describing content of a media stream, wherein the fea-
tures are extracted from the media stream;

performing a content identification of content in a first

portion of the signature stream against a reference data-
base of media content resulting in an identification of
reference media recordings including the content so as
to determine a recognition result of the content identifi-
cation;

for the reference media recordings identified from the con-

tent identification, receiving at the computing device a
signature file including a temporally mapped collection
of features describing content of the identified reference
media recordings, wherein the features in the signature
file are anticipated to appear in the signature stream at
predetermined times;

comparing, by the computing device, features between a

second portion of the signature stream and a given sig-
nature file for at least one identified reference media
recording, wherein the second portion of the signature
stream differs from the first portion; and

based on the comparison, verifying the continuity of match

between the media stream and the identified reference
media recording.

2. The method of claim 1, wherein receiving the signature
file comprises retrieving the signature file from a database.

3. The method of claim 2, wherein performing the content
identification comprises:

sending a content identification query including a sample

of'the first portion of the signature stream to a server; and
receiving identifications of the sample.

4. The method of claim 3, further comprising receiving at
the computing device information associated with the identi-
fications of the sample and the signature file for each media
recording matching the sample.

5. The method of claim 1, wherein the method is performed
by the computing device, and wherein receiving the signature
file comprises receiving the signature file from a server.

6. The method of claim 1, wherein the method is performed
by the computing device, and wherein receiving the signature
file comprises retrieving the signature file from memory of
the computing device.

7. The method of claim 1, wherein the method is performed
by the computing device, and wherein receiving the signature
stream comprises receiving the signature stream based on a
recording by the computing device from an ambient environ-
ment using a microphone.

8. The method of claim 1, further comprising:

determining a number of matching features between the

second portion of the signature stream of the media
stream and the signature file for at least one identified
media recording; and

based on the number of matching features identifying a

matching media recording.
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9. The method of claim 1, further comprising:

determining whether features between the second portion

of the signature stream of the media stream and the
signature file for at least one identified media recording
are substantially matching over time.
10. The method of claim 9, further comprising receiving a
time offset (T, ;) corresponding to a sampling time of the
second portion of the signature stream within the media
stream.
11. The method of claim 10, further comprising:
aligning a time position within the signature file for each
identified media recording to the time offset; and

comparing the aligned signature file for each identified
media recording with the second portion of the signature
stream.

12. The method of claim 9, wherein determining whether
features between the second portion of the signature stream of
the media stream and the signature file for at least one iden-
tified media recording are substantially matching over time
comprises:

for a given time segment (T,,T,), retrieving from the sec-

ond portion of the signature stream a set of features I,
with corresponding times t, such that T, <t <T;
within a k-th signature file, determining whether a feature
(F"») substantially similar to F, occurs at a time (t'; ;)
substantially  similar to T, (t)=T +R,*(t,=Ty),
wherein T, is a timestamp indicating a time that the
sample was recorded, T, ,(t) is a relative time offset of
content within the k-th identified media recording cor-
responding to content of the media stream at time t, T,
is a time offset of a sampling time of the sample within
the k-th identified media recording, and R, is a timescale
ratio that indicates a speed at which the media stream is
rendered by a media rendering source based on a refer-
ence speed of the k-th identified media recording; and

determining a match when F'; ; is within a predetermined
deviation from F, and the 1, ; is within a predetermined
deviation from T, 4(t).

13. The method of claim 9, wherein a given signature file
indicates a length [, of a corresponding reference media
recording for which the given signature file includes the tem-
porally mapped collection of features, and the method com-
prises determining whether features between the second por-
tion of the signature stream of the media stream and the
signature file for at least one identified media recording are
substantially matching over a time segment (T,,T,) of the
reference media recording, wherein the time segment (T,,T,)
is determined according to:

for a given time segment (T,,T,) that spans the length L,,

and the time offset T, , may enable the determination for
the segment (T1,T2):

T1:T0—Ts,z/Rk

=T+ (L=T, ;)/R;,

where T, corresponds to a beginning time of the reference
media recording in the media stream, T, corresponds to an
end time of the reference media recording in the media
stream, T, is a time offset of a sampling time of the sample
within the k-th identified media recording, and R, is a times-
cale ratio that indicates a speed at which the media stream is
rendered by a media rendering source based on a reference
speed of the k-th identified media recording.

14. The method of claim 9, wherein determining whether
features between the second portion of the signature stream of
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the media stream and the signature file for at least one iden-
tified media recording are substantially matching over time
comprises:

iteratively comparing incremental segments of the second

portion of the signature stream with corresponding time
aligned portions of the signature file.

15. The method of claim 9, further comprising when sub-
stantially matching features between the second portion of
the signature stream of the media stream and the signature file
for a identified media recording stop occurring, identifying a
discontinuity.

16. The method of claim 15, wherein substantially match-
ing features stop occurring when a density of matching fea-
tures falls below a predetermined threshold over time.

17. The method of claim 15, further comprising:

based on the discontinuity, determining that one or more of

an identification of the identified media recordings is no
longer valid.

18. The method of claim 15, further comprising:

sending a content identification query including a sample

of the media stream rendered by a media rendering
source;

receiving information associated with identifications of the

identified media recordings and the signature file for
each of the identified media recordings; and

based on the discontinuity, receiving a notification that one

or more of the identifications of the identified media
recordings is no longer valid.

19. The method of claim 15, wherein performing the con-
tent identification comprises the computing device perform-
ing the content identification on the media stream rendered by
a media rendering source.

20. The method of claim 9, further comprising:

identifying a given signature file that includes a highest

number of matching features to features of the signature
stream to be a match; and

identifying an identification of a media recording corre-

sponding to the given signature file.
21. The method of claim 9, further comprising:
receiving a signature stream increment including addi-
tional features extracted from the media stream;

determining that a given signature file of multiple signature
files includes matching features to the features in the
signature stream increment; and

identifying an identification of a media recording corre-

sponding to the given signature file.

22. The method of claim 9, further comprising:

for each of a number of signature files, comparing features

to features extracted from the media stream forward and
backward in time until continuity is lost in both direc-
tions;

identifying a given signature file that includes a longest

continuity length of matching features to features of the
signature stream to be a match, wherein the continuity
length is determined from a time difference between two
endpoints of matching features; and

determining an identification of a media recording corre-

sponding to the given signature file.

23. The method of claim 9, further comprising:

identifying a given signature file that includes a longest

continuity length of matching features to features of the
signature stream to be a match, wherein the continuity
length is determined from a time difference between two
endpoints of matching features; and

determining an identification of a media recording corre-

sponding to the given signature file.
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24. The method of claim 9, further comprising:

determining a given signature file that has features substan-

tially matching the features in the signature stream; and
identifying a second media recording that is related to at
least one of the identified media recordings.

25. The method of claim 24, further comprising determin-
ing an alignment of the second media recording with the
media stream being rendered by a media rendering source.

26. The method of claim 24, further comprising:

receiving the second media recording at the computing

device for rendering the second media recording sub-
stantially in synchrony to the media stream being ren-
dered by a media rendering source.

27. The method of claim 26, wherein the media stream is a
musical recording and the second media recording are lyrics
of the musical recording, and wherein the computing device
is configured to display the lyrics of the musical recording.

28. The method of claim 27, further comprising when
substantially matching features between the second portion
of'the signature stream of the media stream and the signature
file for a given identified media recording stop occurring,
discontinuing displaying of upcoming lines of lyrics of the
musical recording.

29. The method of claim 26, further comprising:

when substantially matching features between the second

portion of the signature stream of the media stream and
the signature file for a given identified media recording
stop occurring, discontinuing rendering of the second
media recording to be substantially in synchrony to the
media stream being rendered by the media rendering
source.

30. The method of claim 29, further comprising perform-
ing a position identification using the signature file of the
given identified media recordings to identify a time offset.

31. The method of claim 30, further comprising rendering
the second media recording at a position corresponding to the
identified time offset so that the second media recording and
the media recording being rendered in the media stream are
substantially in synchrony.

32. The method of claim 26, further comprising:

determining that synchrony between the second media

recording and the media stream has been lost;
determining a time position of an identified media record-
ing in the media stream using the signature file; and
rendering the second media recording at the determined
time position.

33. The method of claim 32, wherein determining a time
position of an identified media recording in the media stream
using the signature file comprises periodically scanning the
signature file for matches to features in the media stream.

34. The method of claim 26, further comprising:

determining that synchrony between the second media

recording and the media stream has been lost;
performing a content identification on the media stream to
obtain a new given signature file that has features sub-
stantially matching the features in the signature stream;
receiving a third media recording that is related to the new
signature file; and
rendering the third media recording substantially in syn-
chrony to the media stream being rendered by the media
rendering source.

35. The method of claim 1, further comprising, storing
each received signature file in memory.

36. The method of claim 9, wherein based on determining
whether features between the second portion of the signature
stream of the media stream and the signature file for at least



US 9,275,141 B2

39

one identified media recording are substantially matching
over time, the method further comprises:

determining a mismatch of a timescale ratio between the

media stream and a reference matching media record-
ing, wherein the timescale ratio indicates a speed at
which a given media stream is rendered by a given media
rendering source based on a reference speed of a refer-
ence media recording; and

determining an adjusted timescale ratio based on the mis-

match.

37. The method of claim 36, further comprising

determining a given signature file that has features substan-

tially matching the features in the signature stream;
identifying a second media recording that is related to the
identified media recording;

receiving the second media recording at the computing

device;

rendering the second media recording substantially in syn-

chrony to the media stream being rendered by the media
rendering source; and

using the adjusted timescale ratio to perform a resynchro-

nization of the second media recording with the media
recording.

38. The method of claim 1, further comprising identifying
a given signature file for a given media recording to be sub-
stantially matching over time to features in the signature
stream of the media stream.

39. An article of manufacture including a tangible non-
transitory computer-readable media having computer-read-
able instructions encoded thereon, the instructions compris-
ing:

instructions for receiving a signature stream including a

temporally mapped collection of features describing
content of a media stream, wherein the features are
extracted from the media stream;

instructions for performing a content identification of con-

tent in a first portion of the signature stream against a
reference database of media content resulting in an iden-
tification of reference media recordings including the
content so as to determine a recognition result of the
content identification;

for the reference media recordings identified from the con-

tent identification, instructions for receiving a signature
file including a temporally mapped collection of features
describing content of the identified reference media
recordings, wherein the features in the signature file are
anticipated to appear in the signature stream at predeter-
mined times;

instructions for comparing features between a second por-

tion of the signature stream and a given signature file for
at least one identified reference media recording,
wherein the second portion of the signature stream dif-
fers from the first portion; and

instructions for, based on the comparison, verifying the

continuity of match between the media stream and the
identified reference media recording.

40. The article of manufacture of claim 39, further com-
prising instructions for:
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determining whether features between the second portion
of the signature stream of the media stream and the
signature file for at least one identified media recording
are substantially matching over time.

41. The article of manufacture of claim 39, further com-

prising instructions for:

determining a given signature file that has features substan-
tially matching the features in the signature stream; and

identifying a second media recording that is related to the
identified media recording.

42. The article of manufacture of claim 41, further com-

prising instructions for:

receiving the second media recording at the computing
device; and

rendering the second media recording substantially in syn-
chrony to the media stream being rendered by a media
rendering source.

43. A system comprising:

an input interface configured to receive a signature stream
including a temporally mapped collection of features
describing content of a media stream, wherein the fea-
tures are extracted from the media stream;

a module that performs a content identification of content
in a first portion of the signature stream against a refer-
ence database of media content resulting in an identifi-
cation of reference media recordings including the con-
tent so as to determine a recognition result of the content
identification; and

a continuity tracker configured to receive, for the reference
media recordings identified from the content identifica-
tion, a signature file including a temporally mapped
collection of features describing content of the identified
reference media recordings, wherein the features in the
signature file are anticipated to appear in the signature
stream at predetermined times, wherein the continuity
tracker is further configured to compare features
between a second portion of the signature stream and a
given signature file for at least one identified reference
media recording, and based on the comparison, verify
the continuity of match between the media stream and
the identified reference media recording, wherein the
second portion of the signature stream differs from the
first portion.

44. The system of claim 43, wherein the continuity tracker
is configured to determine whether features between the sig-
nature stream of the media stream and the signature file for at
least one identified media recording are substantially match-
ing over time.

45. The system of claim 43, wherein the continuity tracker
is configured to determine a given signature file that has
features substantially matching the features in the signature
stream, and to identify a second media recording that is
related to the identified media recording.

46. The system of claim 45, further comprising a media
player configured to render the second media recording sub-
stantially in synchrony to the media stream being rendered by
a media rendering source.
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